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ABSTRACT 

We present a methodology under development for calibra-
tion and validation of human performance models in support 
of simulation-based acquisition processes — a human per-
formance modeling validation program.  We describe a con-
ceptual framework based on an investigation of the charac-
teristics of a wide variety of performance modeling 
frameworks and application domains.  We offer initial tax-
onomies of model actions and empirical performance actions 
that will support the necessary mappings between model 
predictions and empirical observations for all models over 
the full range of required representation detail, and across all 
stages of the acquisition process in order to establish a solid 
analytic basis for calibration and validation of SBA proc-
esses and human performance modeling frameworks.  We 
describe methods for specifying performance measures so 
that for any given design decision, performance measures 
captured using a model can be mapped to performance 
measures obtained during live test and evaluation. 

1 INTRODUCTION 

A variety of tools and methods are currently available for 
the construction of Human Performance Models (HPMs) in 
complex system and task environments (e.g., Pew and-
Mavor 1998).  Among other purposes, these models are be-
ing considered for use in simulation-based acquisition 
(SBA), providing tools for the interim evaluation of system 
performance at many intermediate stages in the acquisition 
process.  Such HPM models can be used to represent hu-
man components of the system to be acquired, and/or hu-
man elements of the environment in which such a system 
would be employed.  The various modeling tools offer 
somewhat different representations of human behavior and 
also offer different kinds and amounts of evidence for the 

 

validity of the tool and technique.  There are numerous 
cases where predictive models have been constructed and 
used to generate performance predictions, followed by col-
lection of real human performance data for the model con-
text and evaluation of the correspondence between the pre-
dicted and empirical data. 

But there are very few cases where multiple modeling 
frameworks have been applied to a complex system appli-
cation and comparatively evaluated relative to empirical 
ground truth (with the Air Force AMBR program (Gluck 
and Pew 2001) representing the principal such endeavor).  
To our knowledge, there are no cases where such compara-
tive HPM evaluation has addressed the specific require-
ments of SBA.  At the same time, we recognize that system 
performance data are frequently collected in the test and 
evaluation (T&E) stage of acquisition, which occurs much 
later in the development process and typically involves an 
entirely different team than that which conducted the simu-
lation-based evaluation earlier in acquisition.  Because the 
necessary connections between simulation-based evalua-
tions and empirical T&E evaluations are not always forged 
at the outset of acquisition, it should not be surprising that 
comparisons of these two sources of system evaluation 
data are not typically performed or easily accomplished. 

The idea of using HPMs in SBA has actually been 
with us for a long time, at least since the early 1960s when 
the Siegel-Wolf task network models were applied to 
evaluate designs of several major military systems (Siegel 
and Wolf 1967).  Whereas the Siegel-Wolf models were 
developed by employing a general conceptual methodol-
ogy in order to implement each model in its own unique 
code for simulation software (Fortran at the time), subse-
quent programs in the Navy (with the Human Operator 
Simulator, HOS; Lane, Strieb, Glenn and Wherry 1981) 
and in the Air Force (with the Systems Analysis of Inte-
grated Networks of Tasks, SAINT; Chubb 1981) sought to 
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develop general-purpose software tools and environments 
in order to simplify, aid, and standardize the human per-
formance modeling activities for support of SBA.  How-
ever, the SBA experience in use of HOS and SAINT, as 
with the earlier Siegel-Wolf models, was that the costs of 
using these models was high (with one or more person-
year of effort required for typical model applications) and 
the predictive accuracies were indeterminate and possibly 
erratic.  At least part of the problem was that various other 
more basic HPMs were typically embedded within the 
broad scoped applications of tools like HOS and SAINT, 
each of which introduces additional potential for inaccu-
racy and unreliability.   

There has also long been recognition in SBA commu-
nities that it might be appropriate to establish collections or 
families of complementary HPMs to be used for different 
aspects and issues of SBA.  Such collections were devel-
oped by the Navy in its CAFES program and by the Air 
Force with its CADET program, both in the 1970s, with 
some components addressing task performance (like HOS 
and SAINT), others anthropometry (like the Air Force 
COMBIMAN and the Navy CAR), etc.  In the militarily 
important task domain of manual tracking of dynamic tar-
gets (fundamental for many aspects of aircraft piloting and 
air defense weapons operations), a fairly elaborate genre of 
mathematical models has been developed in order to pre-
dict human performance characteristics from detailed de-
sign features of control systems along with environmental 
dynamics (e.g., McRuer and Krendel 1974).  There has 
also been a long tradition in the development of models for 
factors that seem to have diffuse moderating effects on vir-
tually all human performance, factors such as fatigue and 
circadian rhythms, stress, chemical and biological agent 
effects, performance enhancing/degrading drugs, etc. (e.g., 
Neville et al., 2000).   

Over the past decade, the Army has sought to impose 
some order on the otherwise seemingly arbitrary processes 
of selecting and applying human performance modeling 
tools in support of SBA.  In their IMPRINT program (Al-
lender et al., 1995), they have commissioned the develop-
ment of several simulation-based tools to address different 
distinct aspects of human accommodation and performance 
issues pertinent to SBA decisions, including components to 
address issues associated with personnel selection, training, 
survivability, workload, and system manning.  Use of these 
tools has been required in the course of recent Army weap-
ons system acquisition contracts.  The Air Force has re-
cently implemented its own variant of the IMPRINT task 
performance modeling tool for its CART program (Brett, 
Doyle and Hale 2003).  This tool employs a task network 
representation, directly descended from the SAINT tool, to 
generate dynamically executable descriptions of human 
performance.  This task modeling tool, like all other task 
network simulations of human performance back to Siegel-
Wolf, also offers a library of micro-model and moderator 
functions to support the construction of human perform-
ance simulations.  Without any micro-models, the analyst 
building the simulation would have to specify all of the 
relevant performance characteristics of each task (e.g., time 
duration, prerequisites, post-task branching, workload 
characteristics, etc.).  Micro-models provide parametric de-
scriptions of some or all of these parameters.  For example, 
a target detection micro-model might establish a determi-
nistic or probabilistic prediction of the time required for 
target detection according to scene characteristics and hu-
man operator state characteristics.  Moderator functions, 
such as for fatigue or stress, might establish proportional 
adjustments to all task times, or may possibly make differ-
ential adjusts to different tasks or different micro-models 
within tasks.  Another noteworthy characteristic of the 
IMPRINT task modeling tool is that it offers a substantial 
library of generic simulation templates for a broad range of 
typical military weapons systems, such as for a fighter air-
craft pilot, tank commander, or anti-aircraft gunner, thus 
facilitating construction of new applications by starting 
from a generic template that is fairly close to the concept 
for the SBA system of interest. 

In its recent Agent-based Modeling and Behavioral 
Representation (AMBR) program (Gluck and Pew 2001), 
the Air Force has also investigated the relative effective-
ness of several competing cognitive modeling architectures 
for the simulation of detailed human performance charac-
teristics in the context of an abstracted air traffic control 
task that is similar to many military task environments.  As 
distinct from the task network representations of IMPRINT 
and CART, AMBR has investigated only a small set of al-
ternative knowledge-based models of cognitive perform-
ance involving complex architectures that serve to inte-
grate component functions of attention, memory, 
perception, decision-making, motor action, and so on.  
AMBR has investigated the relative effectiveness of four 
distinct cognitive modeling architectures (ACT-R, 
SOAR/EPIC, DCOG, and iGEN™) as used by the teams 
who developed each architecture for predicting a broad 
range of performance characteristics in the chosen task en-
vironment, including the fine details of task dynamics, 
learning of complex concepts, and transfer of learning to 
new conditions.   

The issue of model validation has been addressed 
throughout all of these HPM developments from the very 
beginning.  But curiously, there is little that can be said de-
finitively about the validity of any of the complex task per-
formance models (i.e., the task network models and the 
cognitive architectures), even within the constraint of the 
specific SBA efforts in which they have been seriously ap-
plied.  As noted by Young (2003), different kinds of HPMs 
present different issues and options for validation.  And in 
addition to the various types of HPM, it is also appropriate 
to recognize that validation efforts must probably be tai-
lored to a defined range of application environments and 
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usages (with major differences across SBA, training sys-
tem, and decision support system applications) as dis-
cussed recently by Campbell and  Bolton (in press) under 
the concept of “application validity.”  In some cases, hu-
man performance data has been collected on a working 
implementation of the system being modeled and then 
compared to model data, resulting in judgments being 
made regarding the closeness of the correspondence.  For 
simple task models such as manual control models (e.g., 
McRuer and Krendel 1974) and for anthropometric models 
(e.g., Harris, Bennett and Stokes 1982), these types of vali-
dations have been extremely productive and conclusive.  
The problem for models of complex task performance is 
that we do not have clear criteria for acceptable prediction 
accuracy for any of the many aspects of performance that 
these models might predict (e.g., performance timelines, 
decisions at choice-points, corollary behaviors such as eye 
movements, affective characteristics such as workload and 
stress, etc.).  Furthermore, because of the complex charac-
ter of these models, it is generally impossible to attribute 
any part of the correspondence between model and empiri-
cal data to any particular component, layer, or other aspect 
of the model application.  Thus, it is difficult to infer how 
to attribute the results of any validation effort to the suit-
ability of the task network or cognitive modeling architec-
ture, or to the skills of the modeling team that constructs 
each application, or the particular collection of micro-
models and moderator function models that are employed 
for that application, or to the technique employed for the 
estimation of parameter values for all of the many free pa-
rameters incorporated in the model application.  Also nota-
bly absent from most validation efforts is any systematic 
consideration of the realistic available alternatives for mak-
ing the SBA decisions of concern, occasionally considering 
alternative models as in the AMBR program, but seldom 
identifying and evaluating the non-model-based analytic 
techniques that the system analyst might used to inform the 
same design evaluation decisions. 

2 OBJECTIVES 

Our fundamental goal is to support and enhance the system 
performance predictions/evaluations depending in some way 
on human behavior or performance that must be conducted 
in the course of deciding between system design alternatives 
in a succession of levels of detail.  We need to know that 
each model-based prediction/evaluation is good enough so 
that we make the right design decision with appropriate con-
fidence.  But we also want to know that we are not expend-
ing any more effort (and other costs) than necessary to in-
sure that the right decision is supported at each stage. 

The central objective of the present methodology is to 
support validations and calibrations of models of complex 
task performance for SBA so that the results of each vali-
dation effort can be used incrementally to inform subse-
quent decisions about what modeling tools and techniques 
are most appropriate for each new SBA activity.  We will 
investigate how to attribute validation results to all of the 
distinct facets of SBA modeling efforts so that for subse-
quent SBA problems we can better determine what tech-
nique should be used, what kinds of analyst skills are 
needed, what component model elements should be incor-
porated, and how parameters should be estimated.  Clearly, 
this also entails the development of new guidelines for the 
collection and analysis of performance data from both 
models and empirical activities, and the construction of 
scenarios that will sufficiently exercise model and human 
participants so that the scope of performance data compari-
sons will warrant the broad extrapolations of validity that 
are necessary in order to justify a robust and productive 
SBA environment. 

3 HP-MVP METHODOLOGY 

Development of this methodology necessarily begins with 
an investigation of SBA requirements that are intended to 
be addressed by HPM tools.  Following that, we survey 
and analyze the various HPM tools and techniques that are 
available to support these types of SBA needs.  Next, we 
investigate the kinds of data collection that are likely to be 
feasible in conjunction with military system T&E activi-
ties.  Finally, we review techniques for comparison of 
simulation-generated data with empirical T&E data in or-
der to adjust and calibrate the simulation models and to de-
velop conclusions and diagnostic inferences regarding 
validation.  The overall concept of the proposed methodol-
ogy is illustrated in flow-chart form in Figure 1 as inte-
grated into a skeletal system acquisition process with SBA 
support.  The boxes in the figure that comprise the primary 
developments of the current efforts are shaded in light blue 
and are further discussed in the following paragraphs. 

3.1 SBA Requirements   

The latest revisions to the Department of Defense policy 
(e.g., DOD 5000.1, 5000.2) make clear the requirement to 
develop and employ a robust and effective SBA approach 
to system acquisition, though different approaches are be-
ing pursued by each of the services (Von Holle 2004).  The 
role of Modeling and Simulation (M&S) in support of this 
approach is further specified in DOD 5000.59 and 5000.61.  
This DoD policy further requires each service component 
to develop M&S policies and procedures that are consistent 
with their service-dependent needs.  For example, the Air 
Force Policy Document AFPD-16-10 tailors the DoD 
M&S instructions to its needs.  More directly relevant to 
the objectives of our effort, the Air Force further defines 
Validation, Verification and Accreditation (VV&A) policy 
and procedures in AFI-16-1001. 
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Figure 1:  Overview Concept for HP-MVP Methodology 
 

In support of and consistent with these general poli-
cies, we are naturally interested in providing a methodol-
ogy and tools to support a broad range of likely upcoming 
SBA efforts in association with major new military system 
acquisitions, not just one or two immediate cases.  The di-
versity across different military systems is considerable in 
many regards, including especially the kinds of human per-
formance issues that are relevant for critical SBA deci-
sions.  In some cases, such as for fighter cockpits, quick 
visual and manual access to displays and controls can be 
very important and difficult to achieve, whereas other 
crewstations pose few concerns in that area.  Similarly, 
some systems present highly stressed workload conditions, 
whereas others do not.  It is important for us to identify a 
comprehensive range of the kinds of human performance 
issues that are of concern for SBA decisions across the full 
variety of military systems.  Based on the enumeration of 
the kinds of military systems to address, we must identify 
what aspects of performance we want to assess (e.g., per-
formance times, decision quality, workload, situation 
awareness, confidence, etc.), what performance-
influencing factors we want to be able to address (e.g., 
stress, fatigue, vibration, noise, etc.), and what kinds of in-
dividual differences in performance characteristics we need 
to be able to represent for what populations (e.g., expertise, 
intelligence, personality, culture, etc.).  We must also ad-
dress the accuracy of prediction that is desired to support 
the SBA decision, for example by determining how sensi-
tive the SBA decisions are likely to be to variations in pre-
dicted performance times or workload scores. 

3.2 Survey of Human Performance  
Modeling Tools and Methods   

As noted above, there are many different tools and methods 
that have been developed to simulate human performance 
and generate the kinds of predictive data needed for SBA 
decisions.  We have mentioned the task network representa-
tions used in IMPRINT and CART, and the knowledge-
based representations used in cognitive architectures such as 
ACT-R, SOAR, EPIC, and iGEN™.  Several recent survey 
efforts have identified and documented the salient character-
istics of methods and models applicable to SBA (e.g., Stytz 
and Banks 2003a, 2003b; Banks and Stytz 2003; Pew and 
Mavor 1998), greatly facilitating our task to identify these 
candidates for the present methodology.  But we must go 
beyond this simple identification to determine how these 
techniques are typically used and what are the components 
and issues for validation.  Do they employ libraries of micro-
models or performance moderator functions?  Do they offer 
any guidance, loose or structured, for development of model 
applications?  Are they usable by typical human factors ana-
lysts with modest amounts of special training, or do they re-
quire extensive special training to the point where they are 
only used by the tool developers?   

In addition to identifying and evaluating the principal 
human performance modeling methods and tools, it is also 
necessary to identify some alternative analytic techniques 
that do not employ human performance models but still 
address the same kinds of design evaluation questions for 
military systems acquisition.  After all, SBA is a fairly new 
concept and all of the military services have acquired all of 
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their systems through structured acquisition processes for 
many decades.  Although crude, unaided judgment and in-
tuition have certainly been used in many cases, a variety of 
ad hoc techniques have been developed for other cases, and 
a few general analytic techniques to refine human judg-
ment have also been offered.  One fairly sophisticated 
technique for using “anchoring and adjusting” processes to 
extrapolate from legacy system performance characteristics 
to proposed new system performance characteristics was 
offered by the Navy’s HARDMAN methodology, which 
was itself subjected to a fairly elaborate validation study 
(Zimmerman et al. 1984).  Another more recent and more 
tractable technique was developed in the course of the 
Navy’s Advanced Technology Crew Station (ATCS) pro-
gram in the form of a Performance Metrics Methodology 
(Warner, Forster, Messick and Wolf, 1995) that employs a 
variant of the Quality Function Deployment (QFD) man-
agement science technique to generate analytic prediction 
estimates for the impact of new system design features on 
human-system performance.  But probably the most widely 
used non-HPM technique for SBA is to use virtual simula-
tions with humans in the loop to obtain empirical data 
about performance and usability with a new system design.  
It is important for us to include such alternative techniques 
with no recourse to human modeling in model validation 
studies so that we can identify some baseline of prediction 
performance to which we can compare model predictions.  
Because the non-HPM-based techniques will generally be 
much quicker and cheaper to implement than the model-
based techniques, it is important to identify domains and 
requirements for which human-in-the-loop T&E is not fea-
sible, and to determine under what circumstances model 
predictions are significantly superior to non-model predic-
tions.  It is conceivable that we could sometimes find that 
the models do an adequate job of predicting human per-
formance and supporting SBA decisions, but that unaided 
expert judgment or expert judgment aided by a simple non-
model tool might do just as good of a job at a much lower 
cost.  Validation in this sense must take into consideration 
all plausible available alternatives for doing the same job. 

3.3 Types of Performance Data That Can Be  
Generated by HPMs and T&E Activities   

Human performance can be described in many different 
aspects and levels of detail according to the behavior rep-
resentation tool or method being employed.  Task network 
representations can be as simple as identifying just the start 
and stop times of all of the discrete tasks that make up be-
havior, but they can also provide a variety of amplifying 
data and structure, such as workloads and outcomes asso-
ciated with tasks.  Cognitive modeling architectures will 
typically provide full descriptions of task dynamics along 
with detailed descriptions of the behavior of component 
cognitive and manual processes, such as visual perceptions 
and eye movements.  It is appropriate to construct a sort of 
“common denominator” type of behavioral description 
language to encompass all of these modeling techniques, 
such as Ianni (1999) and Badler et al. (2002) have offered 
for the slightly different context of behavioral representa-
tion for graphic human models. This type of common lan-
guage will be one of the products of this effort and will aid 
in assessing unique HPMs within the validation frame-
work.  Further, the use of this common language to de-
scribe model elements will facilitate the establishment of 
links between T&E HPM requirements and available HPM 
options. It additionally creates potential for generalizing 
empirical results across HPMs and HPM elements of the 
same type, thereby enhancing the efficiency with which 
HPMs may be validated.  

3.4 Technique for Analyzing the Correspondence  
of HPM and T&E Data   

Model validation is much more than the simple comparison 
of model predictions with empirical data and the binary de-
termination that the model is or is not valid.  It is appropriate 
to view validation on a continuum of processes.  At one end 
of the continuum is model calibration where we use the dis-
crepancies between actual model predictions and empirical 
data to adjust parametric or structural aspects of the model in 
order to improve the correspondence for a subsequent execu-
tion of the same model.  In support of calibration, diagnostic 
functions are necessary to determine what levels or aspects 
of the model are responsible for any observed discrepancies.  
Attribution of distinct aspects of the prediction-observation 
discrepancies to distinct model facets can serve to facilitate 
both the calibration of the appropriate facet and the judg-
ment of which facets are working adequately without further 
adjustment.  Without the ability to attribute observed predic-
tion-observation discrepancies to specific aspects of the lev-
els and elements of the HPM processes and tools (i.e., model 
architecture, knowledge elicitation process, model compo-
nents, parameter estimation, etc.), it would be very difficult 
to accomplish incremental improvements on any initial 
model application.  Since major model applications can be 
fairly costly to undertake, it is essential to be able to have 
effective techniques for making such incremental refine-
ments in a calibration stage of implementation of the model 
applications. 
 At the other end of the continuum, we have fundamen-
tal inquiry regarding the inherent value of different model-
ing frameworks, paradigms, and philosophies.  While our 
methodology acknowledges the need to make such critical 
judgments, the social and temporal dimensions of such in-
quiry is well beyond the scope of our present effort.  How-
ever, between this end-point and simple calibration lies the 
realm of practical model validations in various forms, de-
pending on the degree of generality and scope of the model 
being validated.  At the least general end of the continuum, 
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the validation of specific model configurations in detailed 
contexts degenerates into the case of simply adjusting 
model parameters to achieve a valid model “variant” in a 
given instance of use (i.e., calibration).  Moving toward the 
more general side of the continuum, increasingly broader 
classes of models are validated in contexts that are corre-
spondingly more general.  For example, a general architec-
ture such as SOAR or iGEN™ might be validated for a 
class of applications such as pilot vehicle navigation tasks.   

The HP-MVP methodology is being developed to pro-
vide a framework and scaffolding to promote calibration and 
validation of human performance models along this contin-
uum.  We are developing this framework by working sys-
tematically from two given points of reference--the model 
specification and the empirical performance situation--in or-
der to formulate the integrating representational framework 
that provides a reliable mapping between the endpoints.  At 
the empirical endpoint, the methodology focuses on a taxon-
omy of observable actions which permit automated data col-
lection (e.g., keystroke actions, voice utterances, body 
movements) of data that are conceptually relevant to the 
model evaluation process.  At the modeling endpoint, the 
methodology identifies events that are ‘mappable’ to the ob-
servable actions and also to evaluation criteria. 

While many validation studies have been conducted to 
calibrate and validate human-performance models against 
relevant empirical data, the complexity of the many factors 
and variables involved makes it very difficult to develop 
general interpretations of the results.  One major challenge 
is presented by the kind of ‘bundling’ that typically occurs 
in the development of a human performance modeling ap-
plication.  Typically, the same organization and people 
who designed and produced the modeling tool/framework 
are also responsible for the engineering application of the 
test case, thus making it difficult to attribute any observed 
results to the modeling tool/framework as opposed to the 
engineering skills of the project team in accomplishing the 
immediate application.  Also, this same team is sometimes 
responsible for collection of the empirical data to be used 
for model evaluation as well as for conducting the statisti-
cal analysis and evaluation.  Alternatives to this situation 
are often difficult to arrange because the complexity of the 
models makes it costly for people not familiar with the 
models to conduct these types of analysis.   

4 CONCLUSIONS 

We have described an ongoing investigation into a meth-
odology and supporting tools for validating and calibrating 
human representations in support of simulation-based ac-
quisition.  Continued evolution in the practice of SBA, as 
well as in human behavior and performance representation 
technology, requires a general and forward-looking ap-
proach to method and tools.  The lack of documented ex-
periences in successful validation of human performance 
models in an SBA context, particularly in the systematic 
use of later-stage empirical test and evaluation data, im-
plies that our results are preliminary and subject to further 
iterative refinement through their planned employment and 
evaluation in a suitable real acquisition process.  We have 
also identified a number of fundamental issues that, while 
they must be sufficiently addressed in making our prospec-
tive methodology and tools operational, will also be sub-
ject to ongoing research and change. 
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