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ABSTRACT 

This paper discusses the problem of modelling an LNG 
supply chain efficiently. The production, processing, trans-
portation and consumption of LNG (Liquid National Gas) 
and the associated products are a topic of major interest in 
the energy industry. While the problem is apparently con-
tinuous, analysis suggests that this problem can be mod-
elled using discrete, deterministic techniques. A method 
involving a modification of the Three Phase discrete tech-
nique was used. Analysis of the way in which the effects of 
an event spread leads to a method by which excessive re-
calculation can be avoided, yielding a model that is compu-
tationally very efficient. 

1 OVERVIEW OF THE PROBLEM 

An LNG supply chain consists at the highest level of load-
ing ports shipping LNG to one or more receiving ports. A 
typical supply chain is depicted in Figure 1. 
 The loading ports and receiving port structures are de-
picted in more detail in Figures 2 and 3 respectively.  
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Figure 1: LNG Supply Chain Structure � High Level 
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Figure 2: Loading Port Structure 

2 OBJECT STRUCTURE AND STATES 

In the above supply chain structure all the key objects to be 
modelled possess a very similar structure. The assumptions in 
this object representation are an extension of one of the au-
thor's work with the ADGENT series of models for Shell. 



nd Cheng 
Stchedroff a
 

LNG Tanks

Jetties

Berth

Electricity 
Demand 

Power 
Station 

 

Gas 
Demand 

 

LNG Demand

LNG 

Gas 

 
Figure 3: Receiving Port Structure 

 
 It will be seen in Figures 2 and 3 that within the port 
structure at both ends are a number of substructures, such as 
tanks, pipelines and processing equipment. Each item has the 
following basic properties illustrated in Figure 4, and Table 1. 
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Table 1: Basic Item Properties 

Fin(n) Flow into the object from another object 
Fout(m) Flow out of the object to another object 
Lc  Current level in the object. 

 
 Note that pipelines and connectors are also treated as 
objects under this definition. The objects that we will de-
fine have the following properties: 

• 

• 

• 

Input into objects: The input value are the 
amounts of material flowing out of the connect 
objects. 
Output from objects: The output values are the 
amounts of material that the objects connected to 
can accept. 
Material level inside an object. 
 The level at any future point can be calculated as: 
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 Where tf = the future time point, tc = the current time 
point, lc = the material level at the current time, lf = the ma-
terial level in the object at time tf. 
 From the above, we can see that the following basic 
states that need to be considered. 

2.1 Object Maximum  

In this state, the object has been filled to its maximum in-
ternal capacity. As a result, the inputs must be scaled back 
so that 
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 Dividing the normal total output by the total input that 
the connecting objects can provide does this. This gives the 
ratio of input that is possible to the ratio of input that is be-
ing supplied. For example, if the total input can only be 
60% of the possible amount, then each input is scaled back 
to 60% of the possible amount: 
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2.2 Object Minimum 

In this state the object has reached the minimum internal 
level. As a result, output must be scaled back to match in-
put, as in the Object Maximum. This is done (as before) by 
calculating the ratio between the total possible and the total 
actual, and using it to scale the outputs accordingly: 
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2.3 Object in Restricted Operation 

In this state the object can only pass through a proportion 
of its capacity. Outputs are scaled back accordingly: 
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2.4 Object in Normal Operation 

The object has space from all the input from the connecting 
objects, and capacity to satisfy all the outputs. 

2.5 Ships 

Ships can be considered as above when they are in port, 
loading or unloading. In the former case, there are no out-
puts, in the latter, no inputs. Leaving and entering ports 
creates an event, which disconnects the ship, causing the 
jetties etc to recalculate their in/out flow rates.  

3 CHOICE OF SIMULATION  
RUN METHODOLOGY 

The equations discussed in the previous section are ex-
tremely simple. The events that cause state changes occur 
at discrete points in time. This means that calculating the 
future states of the system does not require solution of dif-
ferential or integral equations. In this case continuous 
methods are not required, leading towards selection of a 
method based on discrete modelling techniques. In the case 
of FLEET, the ADGENT models for Shell and some sys-
tems created by Lanner in WITNESS, shipping systems are 
modelled in this discrete manner, using changes in state at 
specified times to represent the various operations. 
 Efficiency is an important concern. When validating a 
configuration or using optimization techniques to create a 
configuration hundreds or thousands of runs may be required. 
Users of this kind of model have also expressed an interest in 
being able to manipulate the results generated by the system 
and using the model to validate the changes. To be usable this 
would require nearly instantaneous recalculation 
 A given model can be implemented using anyone of 
four basic approaches: Event, Process and Activity based 
approaches (Mitriani, 1982; Pidd 1998), the Three Phased 
approach and System Dynamics (Pidd). The approaches 
are all equivalent in the functional sense � a given model 
can be implemented in any one (Perumalla & Fujimoto, 
1998; Pidd 1998). We have preferred the three-phase ap-
proach as this has several advantages. 

• 

• 

• 

• 

The dead locking problems of the process-based 
approach are avoided.  
The inefficiency of the activity based approach 
trying the test head for every activity is avoided.  
The complexity of modelling interaction in the 
event based method (where each event routine 
must contain the actions required to deal with in-
teraction), is dealt with in the handling of the con-
ditional events. 
System Dynamics employs time slicing and so is 
less efficient. 

 The key to the three-phase approach is to divide the way 
an activity starts into two event types � Conditional and 
Bound. Bound events occur at particular, pre-computed 
times. Conditional events are affected by other factors, such 
as the availability of resources. The efficiency of our simula-
tion model depends very much on an effective choice of con-
ditional events, and we discuss in the next Section. 

4 EVENT TYPES 

Our main focus is on the choice of C- events, but we com-
ment first on the B events.  
 B events in the classic Three-Phase model are those 
that have their start or finish time predicted in advance 
(Pidd). This can apply not only to inherently deterministic 
events such as darkness and tides but also probabilistic 
events such as weather and breakdowns. Pre-computing the 
probability of occurrence, using a given distribution, can 
accomplish this. 
 At the start of a run, the B events will be computed 
and a list of them constructed, ordered on start time. In our 
model B events are actually pairs - a start and an end event. 
Thus in our case a B event is in effect two events. 
 The C events are those are conditional in nature � that 
is they occur as a result of internal operation of the model. 
For the LNG supply chain model they are the key to the 
construction of an efficient model. The list of C events is 
given in Table 2. 
 

Table 2: C Event Types 
CMaxVol Object reaches maximum internal level 
CMinVol Object reaches minimum internal level 
CNormal Object returns to a situation where it is 

neither at the maximum or minimum in-
ternal level 

Csail_in Ship enters port. 
Csail_out Ship leaves port. 

 
 Due to the continuous nature of the model, it is how-
ever, possible to compute when these events will occur 
(and when the event effect will end) at a given time point 
unless something else happens. Again, this is different to 
the classic Three Phase system, where C events generally 
have a matching B event. In this case, the matching B 
event has to be recomputed dynamically during the course 
of the run � which makes them difficult to handle as stan-
dard B events. For this reason they are considered as a part 
of their parent C events. 
 It is possible to predict the occurrence of the next C 
event providing a B or C does not occur first. This be-
comes very important when we consider the effects on 
other objects of events. 

5 HOW THE EFFECTS OF AN EVENT SPREAD 

Let us consider the case of a CMaxVol event affecting a 
static (non-ship) object connected into a supply chain, 
such as in Figure 5. 
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Figure 5: Objects Affected by the Event  
 
 The model reduces inflow into the object affected. 
This in turn affects the objects that feed the object in ques-
tion. In particular it will affect the rate at which these ob-
jects are filling or emptying themselves. In other words, the 
time to the next CMaxVol or CMinVol is modified. 
 This does not directly affect the other items in the sup-
ply chain yet. Since we are not trying to predict the effect 
of on C event on the timing of another, we can consider 
them in isolation � what we are interested in is the time of 
the next event that will occur. 
 This also holds good for all other C events � if fact for 
both B and C events. Consider that in each case the events 
modify the operating capability of an object. When esti-
mating the time of the next C event for each object, only 
the current input and output values need to be considered. 
This is because the estimates for the times of the C events 
are updated when they are affected by a change in object 
performance. 
 Note the case of a neighbouring object inputting into 
the object affected by the C event that is full itself. Here, 
the input rate into the neighbouring object is affected � in 
turn affecting its inputs. This chain of affects will only con-
tinue so far as the effects of the event disturb the other side 
of the object, so to speak. 
 This is fundamental to the efficiency of this approach � 
we only need consider the effect of an event on the 
neighbours of the object affected, as well as the object itself. 
This means that a blanket recalculation of C events is not 
necessary every time an event (both B and C type) executes. 

After an event (of either type) occurs the C events for 
that object and the objects immediately affected by it are 
recalculated.  
 The executive operates in three phases � the first (A 
phase) finds simulation time point when the next event will 
occur. The second (B phase) executes all the Bound tasks 
that due. The third phase (C Phase) tries all the outstanding 
Conditional events, to see if the required conditions have 
been met. (Law & Kelton, 2000, Pidd 1998) 

6 THE EXECUTIVE 

6.1 Pre Processing 

The ordered list of B events is created, and all the objects 
are scanned to find the first C event � there may be more 
than one C event occurring at this time point, of course. 

6.2 A Phase 

The timing of the next event is calculated. This will either 
be the time at which the next B event(s) in the master list 
will start, or the time of the next C event. The simulation 
clock is advanced to this point.  
 

B Phase
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Advance the 
clock to the C 

event time

No
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Start

 
Figure 6: A Phase 

6.3 B Phase 

As we have seen, the Bs in fact have both a start and end 
time specified. In turn that means that to find the current 
list of active events we add the events whose start times are 
now greater that the clock time. We also remove events 
whose end time is now less than the current simulation 
clock time. Figure 7 shows the algorithm for this. 
 First we check to see if there are any B events to be 
executed. If there are, recalculate the current levels in the 
affected object, and then execute the events. Then the C 
events times for the object affected are recalculated � see 
�How the effects of an event spread�, above. If one of the 
recalculated C events occurs before the current next C 
event, substitute it. Finally, we recalculate the current lev-
els in the affected. 
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Figure 7: B Phase  

6.4 C Phase 

The next C event will have been calculated either by the 
pre processing (above) or by the re-calculation processes 
outlined below. 
 We have seen that the B events are essentially external 
to the model when it is running. The C events are those that 
occur as a result of the operation of the model.  
 By the time we reach to C phase, the performance of 
the various parts of the model will be up to date � flow 
rates, ship speeds etc. This means that we can calculate the 
point in time at which the next C event will occur 
 At the beginning of the simulation we calculate the 
start times of all the C events. This yields the time of the 
first C event. There after, the time to the next C event is 
revised each time an event affects an object. However, as 
we have seen, we do not need to recalculate the times for 
every C event. Instead, we recalculate the C event times for 
objects that have been affected by the event occurrence. 

7 CONCLUSION 

The method outline above allows the efficient modelling of 
an apparently continuous problem, using linear program-
ming. In turn this gives the modeller a wide choice for the 
language/modelling environment that he chooses to use. 
Are there C events to execute? 

Yes 

Return to A Phase 

Update the estimate 
time to the C events for 

each object affected 

No

Execute the C event(s) 

Figure 8: C Phase 
 

 The objection might be advanced that the rules are 
overly simplistic. To my knowledge this level of complex-
ity has been used successfully in several LNG modelling 
systems to my knowledge. Further, if it is desired to create 
a model with more detail, the basic concepts can be ex-
tended � more C events to match increased numbers of ob-
ject states, for example, or more complex equations gov-
erning the rates at which objects fill. 
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