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ABSTRACT 

In this paper, we investigate the performance of different 
dispatching and scheduling heuristics for batching tools in 
a semiconductor wafer fabrication facility (wafer fab) by 
means of discrete event simulation. Because the processing 
times of lots on batching tools are quite large compared to 
those of other processes, careful batching decisions may 
have a great impact on the performance of the entire wafer 
fab. In a first step, we investigate the performance of cer-
tain modifications of the Apparent Tardiness Cost (ATC) 
dispatching rule that do not take into account future lot ar-
rivals. In a second step, we extend this approach by con-
sidering future lot arrivals. In a last step, we combine a ge-
netic algorithm for assignment of the batches to parallel 
machines with the ATC rule, which takes future lot arrivals 
into account. We present results of simulation experiments 
with the different heuristics. 

1 INTRODUCTION 

The manufacturing of integrated circuits (IC) on silicon 
wafers is a complex production process (cf. Atherton and 
Atherton 1995, Uzsoy et al. 1992, Schömig and Fowler 
2000). Between 250-500 process steps on 50-120 different 
types of equipment are required to produce a medium 
complexity circuit. A mix of different process types, i.e. 
batch processes and single wafer processes, sequence-
dependent setup times, very expensive equipment and re-
entrant flows are typical for this type of production. The 
production process of circuits requires an extremely clean 
manufacturing area, i.e. usually the production of circuits 
takes place in clean room environments. The production of 
Application Specific Integrated Circuits (ASIC) is addi-
tionally characterized by a wide range of product types and 
the demand to achieve good delivery performance.  

A single product moves through the wafer fab in lots. 
Each lot consists of several wafers. It is possible to place 
 
up to 800 circuits on a single wafer. The circuits are made 
up of layers. Because of the layered nature of the circuits it 
is possible to split up the reentrant parts of the production 
flows into the following groups: cleaning, metal deposi-
tion, chemical vapor deposition (CVD), photolithography, 
etching and ion implantation, and inspection/control steps.  

Based on this grouping, a decomposition of the entire 
factory in individual work areas takes place. Unfortunately, 
the groups obtained in the decomposition are not always 
the same for different layers. The recursive nature of the 
process flows is one of the main sources of difficulty in 
planning, scheduling and controlling wafer fabs.  

In this paper, we study different dispatching and 
scheduling strategies for a wafer fab. We start by using 
versions of the Apparent Tardiness Cost Dispatching 
(ATC) rule that do not take information on future lot arri-
vals into account. Then we consider modifications of the 
same dispatching rule that take future lot arrivals into ac-
count. This type of information is usually provided by the 
manufacturing execution system (MES) on the shop-floor. 
We use a time window technique in order to form batches. 
As a third strategy, we use a genetic algorithm in order to 
assign batches to parallel machines. Here again, we con-
sider future lot arrivals in the decision-making process. 

We use a simulation model of a full wafer fab in order 
to determine the performance of our three different algo-
rithms. While the case of cycle-time-related performance 
measures has been investigated quit well we do not know 
much on due-date-oriented performance measures.  

The paper is organized as follows. In the next section, 
we give a detailed description of the problem under con-
sideration and summarize some related research. The main 
part of the paper deals with the presentation of the different 
dispatching and scheduling heuristics. Then we continue 
with describing the simulation test-bed used in the experi-
ments. We present the results of computational experi-
ments in section 5. 
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2 PROBLEM DESCRIPTION 

2.1 Batching Issues 

Batching is an important issue in semiconductor manufac-
turing. Because the processing times of the lots on the 
batching tools are usually very long compared to other 
processes, batching decisions may affect the performance 
of the entire wafer fab. In batch operations, even though 
several lots can be processed at the same time, lots of dif-
ferent families cannot be processed together due to the 
chemical nature of the process. Lots that can be processed 
together form one family.  

Furthermore, depending on customer requirements, 
some lots have a higher priority index than others and 
products need to meet internal/external due dates. In the 
presence of unequal ready times of the lots it is sometimes 
advantageous to form a non-full batch, in other situations it 
is a better strategy to wait for next job arrivals in order to 
increase the fullness of the batch, i.e., allow for delayed 
schedules. 

2.2 Related Literature for Batching Problems 

Batching problems in wafer fabs have been addressed over 
the last decade by many authors and are still a challenging 
issue.  

We refer to the work done by Fowler et al. (1992) and 
(2001). The authors propose several heuristics for real-time 
control for both single product and multi-product batch 
tools in order to minimize the flow-time of the lots. Other 
heuristics related to this issue are suggested by Glassey and 
Resende (1991). Future lot arrivals are considered during 
the decision-making process.  

In (Robinson et al. 1995) the authors suggest the use 
of both down-stream and up-stream information for batch-
ing decisions. 

Rolling horizon and time window approaches were 
suggested by Chand et al. (1997) but without considering 
batching problems. 

In a more recent work Cigolini et al. (2002) propose a 
new look-ahead heuristic for minimizing cycle time and 
guarantying a certain throughput-level. 

Static batching problems with incompatible families 
and parallel machines are studied by Mönch et al. (2002). 
Different genetic algorithms are proposed for the assign-
ment of lots or batches to machines. 

Several batching heuristics are investigated by Akçali 
et al. (2000) by using discrete event simulation. 

However, only little is known on batching heuristics 
for minimizing due-date-oriented performance measures 
like total weighted tardiness or number of late lots on an 
entire wafer fab level.  
2.3 Notation 

We fix one batch tool group. We have to make a batching 
decision, i.e. we have to decide whether we leave a certain 
tool idle in order to wait for future lot arrivals to form a 
batch or to form a batch only from the set of lots waiting in 
front of the tool group for processing.  

The following notation is used throughout the rest of 
the paper. 

1. Lots fall into different incompatible families that 
cannot be processed together. There exist F  such 
families.  

2. There are n  lots that have to be scheduled. 
3. The fixed tool group contains  identical ma-

chines in parallel.  
m

4. There are n  lots of family  to be used for 

forming and sequencing of batches: . 

j j

∑
=

=
F

j
j nn

1

5. Lot i  of family  is represented as  j ij
6. The priority weight for lot  of family  is repre-

sented as . 
i j

ijw
7. The due date (with respect to the batching tool 

group) of lot  of family  is represented as . i j ijd
8. The processing time of lots in family  is repre-

sented as . 
j

jp
9. The ready time of lot  in family  is represented 

as . 
i j

ijr

We use the notation  for abbreviation. 
In this research, we frequently refer to the total weighted 
tardiness measure for a given schedule. This performance 
measure is defined as follows: 

( 0,xmax:x =+ )

)
 

 ( +∑ −= ijijij dcw:TWT . (1) 

3 BATCHING HEURISTICS 

In this section, we describe three different batching heuris-
tics. We are interested in the question how much we can 
gain from using more sophisticated (and, of course, com-
putationally more expensive) heuristics for making batch-
ing decisions. 

3.1 Static Batch Dispatching Heuristic (SBDH) 

The first heuristic uses a modification of the well-known 
Apparent Tardiness Cost Dispatching Rule (Vepsalainen 
and Morton 1987). The rule was adapted by Mason et al. 
(2002) to the scheduling of batch machines. The ATC in-
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dex  for job belonging to family  calculated at 
time 

( )tI stat,ij i j
t  is given below: 

 

 








 −−
−=

+

pk
)tpd(

exp
p
w

)t(I jij

j

ij
stat,ij . (2) 

 
Here, we denote by  a scaling parameter and by k p  

the average processing time of the remaining jobs. In order 
to form the batches, we sequence the lots waiting in front of 
the batch tool group in descending order with respect to their 

 index. We take the first  lots of this sequence in 
order to form the batch that has to be processed next on the 
tool available for processing. We repeat the calculations sev-
eral times for different values of k  in order to find an opti-
mal  parameter with respect to the total weighted tardiness 
value for the lots waiting for processing.  

( )tI stat,ij

k

B

This strategy is, of course, a full-size batch strategy. It 
does not take any future lot arrivals into account. It is 
known that the rule performs well in a static parallel batch 
machine environment with respect to minimizing total 
weighted tardiness (Mönch et al. 2002). However, we ex-
pect a less good performance in a dynamic environment. 

3.2 Dynamic Batch Dispatching  
Heuristic (DBDH) 

The second heuristic takes future lot arrivals into account. 
For that purpose, we consider a time window ( )tt,t ∆+ . 
We denote by  
 
  (3) ( ) { ttr|ij:t,t,iM ij ∆∆ +≤= }
 
the set of lots that are ready for processing at time t or will 
arrive inside the window. Usually, we choose a certain por-
tion of the average processing time of the waiting lots as 

t∆ .  
We sort the elements of ( t,t,iM )∆  with respect to the 

index  
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in a descending order. In a next step, only the first #  
lots of 

lots
( t,t,iM )∆  maximum are considered by the heuris-

tic. Here, we denote by  a fixed number that is a pa-
rameter of the heuristic. We build all batch combinations 
using these lots.  

lots#
For each formed potential batch we calculate the batch 
index 
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where we denote by 
 : minimum due date among the jobs 

contained in the batch, 

( ijBjbj dmin:d
bj∈

= )

 ( )
bjBj

ijbj rmax:r
∈

= : maximum ready time of the jobs in the 

batch, 
 : average weight of the lots that form the batch, bjw
  : number of lots in the batch. bjn

 Here, we use for abbreviation  and  

 in (5). 

tpd:sl jbj −−=
+−= )tr(:rt bj

This rule does not necessarily form full batches, how-
ever, it is sometime more advantageous to leave a tool idle 
and wait for an important lot instead of processing a full 
batch with unimportant lots. 

3.3 Genetic Algorithm-Based  
Batching Heuristic (GABH) 

We consider a genetic algorithm for assigning formed 
batches to machines of the group of parallel batch ma-
chines. We use the DBDH heuristic from the last section in 
order to form batches. 

The genetic algorithm maintains a population of as-
signments of batches to machines. In this research, we con-
sider the batch-based representation used by Mönch et al. 
(2002). After the assignment step we have to sequence the 
batches on each single machine. In order to carry out this 
step, we again consider the batch index (5).  

After the sequencing phase, it is possible to calculate 
the total weighted tardiness values on each single machine. 
By aggregating these values, we obtain the total weighted 
tardiness value for the entire schedule. We use this value 
for an evaluation of the schedule by a fitness function. The 
genetic algorithm changes its population by using cross-
over and mutation operations. After a certain number of 
iterations (called generation) the genetic algorithm con-
verges to a good solution with respect to total weighted 
tardiness. 

We use classes from the GaLib library (Wall 1999) 
written in the C++ programming language in order to im-
plement the genetic algorithm. 

GABH is a scheduling heuristic that simultaneously 
keeps track of the entire tool group, whereas SBDH and 
DBDH are to a certain extend only dispatching heuristics. 
We use GABH in a rolling horizon manner.  
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4 FRAMEWORK FOR  

EXPERIMENTATION 

We use a discrete-event simulation tool and a simulation 
model of a wafer fab to evaluate the performance of 
SBDH, DBDH, and GABH. This approach is widely used 
in the research community to estimate the performance of 
new algorithms (cf. Horiguchi et al. 2001, Habenicht and 
Mönch 2002).  

We use the basic architecture described by Mönch et 
al. (2002) including the simulation tool AutoSched AP 7.1. 
This architecture centers around a data storage (called data 
model) that contains all the information required to run 
more sophisticated dispatching and scheduling algorithms. 
We extend the data model by additional classes and attrib-
utes to make it usable for the three algorithms. The basic 
architecture can be seen in Figure 1. 

Because the simulation tool includes the AP Frame-
work, which is written in the C++ programming language, 
the integration of the GALib library used for implementing 
GABH only requires little effort. The used framework is 
shown in Figure 1. 

 

Simulation Model

Data Model

Genetic
Algorithm

GaLib
Library

 
Figure 1: Integration of the Genetic Algorithm in the Simu-
lation Environment 
 

We implement two additional dispatching rules ac-
cording to SBDH and DBDH. 

We use the MIMAC test data set 1 (Fowler and Rob-
inson 1995) in a slightly modified version. This simulation 
model consists of two different process flows (A,B) with 
200 process steps and over 80 different tool groups.  

There are 16 batching tool groups among the tool 
groups of the MIMAC test data set 1. Tool group 
OXIDE_1 is bottleneck of the wafer fab. Table 1 provides 
information on this particular batching tool group. In Table 
1, we denote by  the minimum batch size in lots, by 

the maximum batch size in lots. We denote the mini- 
 

minB

maxB
Table1: Bottleneck Batching Tool Group Information 
Tool  

Group 
# 

tools
minB

 
maxB

 
minp

 
maxp Utilization 

[%] 
OXIDE_1 3 2 6 135 1410 84.19 

 
mum processing time (measured in minutes) by , the 
corresponding maximum processing time (in minutes) is 
denoted by . The given utilization was determined by 
simulation experiments with the First In First Out (FIFO) 
dispatching rule. We decided to apply the SBDH, DBDH 
and GABH rule to this tool group. 

minp

maxp

We use a (process step) slack-based dispatching rule 
for the non-batching tools. The rule selects the lot with the 
smallest slack for that process step. For the calculation of 
the slack of the lots waiting in front of a certain machine, 
we simply multiply the processing time with a dynamic 
flow factor. For that purpose we calculate the difference 
between the due date of the lot and the current time. Based 
on this information, we assign a flow factor to each lot (cf. 
Habenicht and Mönch 2002 for more details on this infinite 
capacity approach). This scheme allows to determine end 
dates for the single process steps, i.e. future lot arrival in-
formation are available at the batch tools. We repeat the 
calculation of the flow factors every 15 minutes.  

We expect that better estimates through avoiding the 
infinite capacity approach and using a finite capacity algo-
rithm (cf. Habenicht and Mönch 2002 for such an algo-
rithm) instead. However, carrying out the details is part of 
future research. 

In our experiments, we use a moderate workload of the 
system. Machine failures are exponentially distributed. We 
use a forecast horizon of three months. The model is ini-
tialized by using a work in process (WIP) distribution of 
the wafer fab. The length of a single simulation run was 
100 days in our experiments. We take five independent 
replications of each simulation run in order to obtain statis-
tically significant results. 

5 EXPERIMENTAL DESIGN AND 
COMPUTATIONAL RESULTS 

In this section, we present the results of computational ex-
periments. Therefore, we first define performance meas-
ures, then we describe a factorial design. We finish the sec-
tion with a presentation of computational results. 

5.1 Used Performance Measures  

The following performance measures are used: 
• Total weighted tardiness of the lots that are re-

leased and finished within the planning horizon  
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under consideration. We define the weighted tar-
diness of lot  as follows: j

 

 , (6) ( +
−= j

r
jjj dCw:T )

• 
• 

• 
• 
• 

• 
• 

• 

 
where we denote by C  the realized completion 
time, by  the due-date, and by  the weight 
of lot . In order to derive the performance 
measure we sum up the corresponding T  for all 
lots. We denote this quantity by TWT . 

r
j

jd
j

jw

total

j

Average cycle time of product P: . )P(CT
Throughput of the wafer fab (number of com-
pleted wafers): TP. 

5.2 Design of Experiments 

We are interested in studying the behavior of the batching 
heuristics under different system conditions. We identify 
the following factors that might influence the performance 
of the investigated heuristics. We distinguish between fac-
tors that characterize the manufacturing system and factors 
that are used for parameter setting in the heuristics. The 
following factors belong to the first group: 

number of families, 
due date setting, 
weight setting. 

We consider the following factors in the second group: 
length of the time window, 
maximum number of lots used for considering all 
batch combinations, 
setting of the look-ahead parameter k . 

 In our experiments, we fix a heuristic and we only 
consider the case of optimal  value setting (with respect 
to TWT). The maximum number of lots used for consider-
ing all batch combinations is ten. Likewise, we only con-
sider the case of two different product flows. We use the 
factorial design given in Table 2. 

k

Other interesting factors are the workload of the fab 
and the used strategy for order release (daily vs. weekly). 
However, in this study we fix these factors. Another factor 
of interest is the update frequency of the infinite capacity 
algorithm that enables us to obtain new estimates for future 
lot arrivals. 

Using DHBH and GABH, we derive a new schedule 
for the tool group every time a new lot arrives. The remain-
ing lots of the batch are chosen from the waiting lots of the 
same family. 

5.3 Results of Computational Experiments 

In this section, we present the results of computational ex-
periments with the suggested heuristics. The resulting per- 
 

Table 2: Used Factorial Design 
Level  Factor 

I II 
Due Date Flow Factor  

0.2:f =  
Flow Factor 

0.2:f =  for 50% 
of the lots, 

5.1:f =  for 50% 
of the lots 

Weight With probability 
 50.0p1 =

1w j = , 
with probability 

 35.0p2 =
5w j = , 

with probability 
 15.0p3 =

10w j =  

With probability 
 50.0p1 =

1w j = , 
with probability 

 45.0p2 =
2w j = , 

with probability 
 05.0p3 =

10w j =  
Time Win-
dow Size 

25 % of the average 
processing time of 
the queuing lots in 
front of the batch-
ing tools 

50 % of the average 
processing time of 
the queuing lots in 
front of the batch-
ing tools 

 
formance measures are presented in terms of the ratio of 
the performance measure value of the heuristic and the 
FIFO rule performance measure value.  

Because we do not take future lot arrivals into account 
for SBDH, we have to consider only the first and the sec-
ond factor from Table 2. Therefore, we have to perform 
eight different experiments. We use the triple (dispatching 
rule, level from factor 1, level from factor 2) in order to in-
dicate the used factor combination. 

The results of the SBDH-based batching strategy are 
shown in Table 3.  
 

Table 3: Results for SBDH 
Factor Combination totalTWT  CT  TP  
1 FIFO   (I-I) 1.0000 1.0000 1.0000 
2 SBDH (I-I) 0.1662 0.9721 1.0133 
3 FIFO   (I-II) 1.0000 1.0000 1.0000 
4 SBDH (I-II) 0.2188 0.9748 1.0113 
5 FIFO   (II-I) 1.0000 1.0000 1.0000 
6 SBDH (II-I) 0.2600 0.9600 1.0100 
7 FIFO   (II-II) 1.0000 1.0000 1.0000 
8 SBDH (II-II) 0.3900 0.9600 1.0200 

 
The corresponding results of the DBDH-based batch-

ing strategy can be obtained from Table 4. Here, we have 
to perform totally twelve different experiments because the 
third factor (time window size) is also important. Conse-
quently, we use the notation (dispatching rule, level from  
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Table 4: Results for DBDH 
Factor Combina-

tion 
totalTWT  CT  TP  

1  FIFO (I-I) 1.0000 1.0000 1.0000 
2  DBDH (I-I-I) 0.1031 0.9685 1.0099 
3  DBDH (I-I-II) 0.1191 0.9725 1.0089 
4  FIFO (I-II) 1.0000 1.0000 1.0000 
5  DBDH (I-II-I) 0.0918 0.9677 1.0135 
6  DBDH (I-II-II) 0.1475 0.9732 1.0056 
7  FIFO (II-I) 1.0000 1.0000 1.0000 
8  DBDH (II-I-I) 0.2913 0.9631 1.0081 
9  DBDH (II-I-II) 0.3035 0.9703 1.0082 
10 FIFO (II-II) 1.0000 1.0000 1.0000 
11 DBDH (II-II-I) 0.4230 0.9588 1.0089 
12 DBDH (II-II-II) 0.4363 0.9643 1.0085 

 
factor 1, level from factor 2, level from factor 3) in order to 
indicate the investigated factor combination. 

The corresponding results of GABH are presented in 
Table 5. Similar to the previous case, we have to consider 
twelve different factor combinations. The used notation is 
the same as in Table 4. 
 

Table 5: Results for GABH 
Factor Combination totalTWT  CT  TP  
1 FIFO (I-I) 1.0000 1.0000 1.0000 
2 GABH (I-I-I) 0.1107 0.9651 1.0117 
3  GABH (I-I-II) 0.0950 0.9680 1.0100 
4  FIFO (I-II) 1.0000 1.0000 1.0000 
5  GABH (I-II-I) 0.1163 0.9710 1.0084 
6  GABH (I-II-II) 0.1498 0.9775 1.0097 
7  FIFO (II-I) 1.0000 1.0000 1.0000 
8  GABH (II-I-I) 0.2500 0.9572 1.0094 
9  GABH (II-I-II) 0.3085 0.9728 1.0085 
10 FIFO (II-II) 1.0000 1.0000 1.0000 
11 GABH (II-II-I) 0.4137 0.9589 1.0127 
12 GABH (II-II-II) 0.4796 0.9726 1.0090 

 
From the performed experiments, we can verify that all 

three batching heuristics outperform the FIFO rule. The re-
sults of the total weighted tardiness are sensitive to factor 
settings. The consideration of future lot arrivals leads to an 
reduction of the total weighted tardiness. The results of 
DHBH and GABH differ only slightly. This is caused by the 
fact that the number of batches that are assigned to the paral-
lel machines via the genetic algorithm is small. Hence, the 
room for improvements is also small. GABH performs better 
than DHBH only for a large numbers of batches. 

The improvement of the total weighted tardiness value 
obtained by using any of the three heuristics is sensitive to 
due date and weight setting. The total weighted tardiness of 
the factor combinations I-II, II-I, and II-II is reduced com-
pared to factor combination I-I. In the case of level II for 
the due-date, half of the lots have a tight due date. There-
fore, it is rather hard for any of the BATC type dispatching 
rules to differentiate between the high prioritized lots. 
Hence, a huge portion of late lots have to wait in front of 
the batch tools. 

In Table 6 we summarize the results for factor combi-
nation I-I and different time window sizes ∆ . It is possible 
to come up with a time window size with a minimal total 
weighted tardiness value.  

 
Table 6: Results for Different Time Window Settings 

Heuristic/ 
Time Window  

(percent of average 
processing time of 
the queuing lots) 

totalTWT  CT  TP  

1 FIFO  1.0000 1.0000 1.0000 
2 SBDH 0.1619 0.9721 1.0133 
3 DBDH     
3.1 25% 0.1031 0.9685 1.0099 
3.2 50% 0.1191 0.9725 1.0089 
3.3 75% 0.1384 0.9761 1.0049 
4 GABH    
4.1 25% 0.1107 0.9651 1.0117 
4.2 50% 0.0950 0.9680 1.0100 
4.3 75% 0.2506 1.0001 1.0043 

 
 A larger time window size ∆  leads to more uncertain 
lot arrival time predictions. The accuracy of the lot arrival 
time prediction is an important precondition for high-
quality results of DBDH and GABH, because these strate-
gies are based on future lot arrival information. This be-
comes clear when considering batch utilization (average 
number of lots that form a batch), the overall utilization of 
the tools and average queue-size in front of the batching 
tool groups. The utilization data are shown in Table 7. 
Choosing a larger time window size ∆  leads to a larger  
 
Table 7: Utilization of the Batching Tool Group (OXIDE_1)  

Heuristic/ 
Time Window  

(percent of aver-
age processing 

time of the queu-
ing lots) 

Batch Utili-
zation 

  

Utilization Average 
Queue-

Size 

1 FIFO  1.0000 1.0000 1.0000 
2 SBDH 0.9003 1.0107 0.8922 
3 DBDH     
3.1 25% 1.0595 0.8640 0.9105 
3.2 50% 1.0436 0.8426 1.0431 
3.3 75% 1.0499 0.8028 1.4321 
4 GABH    
4.1 25% 1.0737 0.8611 0.9793 
4.2 50% 1.0771 0.8251 1.0528 
4.3 75% 1.2705 0.7405 2.8811 



Mönch and Habenicht 

 
batch utilization and a larger queue size. The tools have to 
wait longer for lots that arrive during the given time win-
dow. Therefore, the utilization of the tools decreases. If the 
prediction of lot arrival times is incorrect, the idle times of 
the tool waiting for lot arrivals increase and other lot with 
lower priority have to wait. 

The FIFO dispatching rule shows an interesting behav-
ior. The batch utilization here is larger than the batch utili-
zation of the SBDH strategy. The reason for this behavior 
lies in the large queue-size and the large utilization caused 
by the FIFO dispatching regime. The large number of lots 
in the queues leads to a higher utilization of batches.  

The GABH is an algorithm that is especially useful for 
bottleneck batching tool groups, in which case a large num-
ber of lots wait to be processed in front of the tool group.  

The algorithm has much more room for improvement 
in terms of total weighted tardiness if the number of 
batches to be assigned to the parallel machines increases. 
Therefore, the optimal time window size for the GABH 
strategy is larger than the size of an optimal time window 
for the DBDH strategy.  

6 CONCLUSIONS 

In this paper, we investigated three different heuristics for 
batching in semiconductor manufacturing. The first heuris-
tic is a dispatching heuristic that lacks in taking future lot 
arrivals into account. By contrast, the second heuristic con-
siders future time arrivals in a certain time window. We 
suggest a genetic algorithm-based scheduling heuristic that 
uses the second heuristic to form batches, assigns the 
formed batches to single machines and sequences them on 
each single machine separately. We presented the results of 
computational experiments.  

The proposed heuristics are considered for an integra-
tion in a more general framework of distributed (i.e., agent-
based) hierarchical production control of semiconductor 
wafer fabs.  

More research effort is also needed to treat all the nec-
essary parameter settings in a situation dependent manner. 
In this research, we only considered the restricted case of 
two different process flows. However, our approach seems 
to be worth extending to the multi-product case. 
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