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ABSTRACT 

The performance of a manufacturing or logistic system is 
determined by its constraints. Therefore, in order to improve 
the performance, it is necessary to improve the constraints, 
also known as the bottlenecks. Finding the bottlenecks, how-
ever, is not easy. This paper compares the two most com-
mon bottleneck detection methods, based on the utilization 
and the waiting time, with the shifting bottleneck detection 
method developed by us, for AGV systems. We find that the 
two conventional methods have many shortcomings com-
pared to the shifting bottleneck detection method. In the ex-
ample presented here, conventional methods are either un-
able to detect the bottleneck at all or detect the bottleneck 
incorrectly. The shifting bottleneck detection method not 
only finds the bottlenecks but also determines the magnitude 
of the primary and secondary bottlenecks. 

1 INTRODUCTION 

Every logistic or manufacturing system has one or more bot-
tleneck. To improve the throughput of the system, it is nec-
essary to improve the bottlenecks. (Blackstone 2001; 
Goldratt 1992). The problem is to find these bottlenecks in 
the complex manufacturing systems used today. Numerous 
definitions of what constitutes a bottleneck can be found in 
the literature (Lawrence and Buss 1995). In this paper, we 
use a definition adapted from Kuo et al. (1996). We define a 
bottleneck as a machine whose throughput affects the overall 
system throughput, and the magnitude of the bottleneck as 
the magnitude of the effect of the machine throughput onto 
the system throughput. In summary, the sensitivity of the 
system throughput to the machine throughput determines the 
level of constraint of the machine.  

The problem in finding the bottleneck is that manufac-
turing systems are not static, but instead vary over time. One 
cause of variation are random events, as for example a ma-
chine failure or other types of temporary delay. Thus, a ma-
chine may become a bottleneck only for a short period of 
time before the problem is resolved and the system returns to 

 

steady state. Subsequently, a manufacturing system usually 
has not only one bottleneck machine, but a number of ma-
chines that constrain the system at different times. The prob-
lem is to determine the average level of constraint of a ma-
chine onto the system over a longer period of time.  

 

A second cause of variation are long term changes in 
the system. For example, the demand may vary seasonal, 
or a new product is introduced, changing the load of the 
machines and subsequently the constraints. Also, the 
manufacturing system itself may be changed, for example 
by adding, replacing or improving machines. Often espe-
cially the bottleneck machines are improved in an effort to 
chase the bottleneck. 

In most systems there is one machine that is the largest, 
i.e. the primary bottleneck. However, often there are also a 
number of other machines that constrain the system, al-
though to a lesser extend as the primary bottleneck. Within 
this paper we call these machines secondary bottlenecks. 
Also, manufacturing systems may contain machines that do 
not affect the system performance at all. These machines are 
no bottlenecks at all, and within this paper will be called 
non-bottlenecks. The improvement of the system will natu-
rally focus on the primary bottleneck, but in some cases it 
may also be cost-effective to improve the secondary bottle-
necks. It may even be possible to save some money by re-
ducing the speed of the non-bottlenecks. Therefore it is im-
portant to find out which machines are primary bottlenecks, 
secondary bottlenecks, or non-bottlenecks. 

There are currently a number of methods in use to de-
tect the bottlenecks. This paper will compare the conven-
tional methods using the utilization and the waiting time 
with the shifting bottleneck detection method (Roser, Na-
kano, and Tanaka 2002a; Roser, Nakano, and Tanaka 
2002b) for an AGV system. A number of researchers have 
developed other bottleneck detection methods. Some meth-
ods are also based on utilization, using for example a matrix 
based approach to determine the overall constraint (Luthi 
1998; Luthi and Haring 1997) or the ratio of the cycle time 
divided by the processing time (Delp et al. 2003). Other 
methods use a system theoretic approach to determine the 
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sensitivity of the machine throughput to the system through-
put (Chiang, Kuo, and Meerkov 1998; Chiang, Kuo, and 
Meerkov 2000; Chiang, Kuo, and Meerkov 2002; Kuo, Lim, 
and Meerkov 1996; Li and Meerkov 2000). Bukchin com-
pared a number of theoretical estimations of the system per-
formance, and found that an estimator based on the machine 
bottlenecks works best (Bukchin 1998). The following sec-
tion will describe the AGV system used as an example be-
fore analyzing the system using the different methods and 
comparing the results. A discussion of the advantages and 
disadvantages of the methods is also added. 

2  AGV SYSTEM 

The presented system consists of three machines and three 
AGV’s as shown in Figure 1. The three AGV’s bring parts 
from the “In” station to the first machine M1, then to the sec-
ond machine M2, to the third machine M3 and then to the 
“Out” station. The AGV’s only proceed to the next stop if the 
next stop is free, i.e. not blocked by the previous AGV. Each 
machine also has two buffers of capacity one for unprocessed 
and processed parts. There is an infinite supply and demand 
of parts at the “In” and “Out” stations respectively. 
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Figure 1: AGV System 
 
Table 1 shows the machine parameters. Besides the 

deterministic cycle time, each machine has randomly oc-
curring failures, with an exponential distributed mean time 
between failures (MTBF) of 10,000s and an exponential 
distributed mean time to repair (MTTR) of 500s. Table 2 
shows the distances the AGV has to travel between the sta-
tions and the traveling time with a speed of 500mm/s. 
Loading and unloading is instantaneous. The distance from 
M3 to the “in” station includes the stop at the “out” station. 

 
Table 1: Machine Parameters 

Machine Cycle Time (s) MTBF (s) MTTR (s) 
M1 55 10,000 500 
M2 60 10,000 500 
M3 40 10,000 500 

 

 
 
 

Table 2: AGV Travel 
From To Distance (mm) Time (s) 
In M1 34,650 69.3 
M1 M2 6,050 12.1 
M2 M3 6,050 12.1 
M3 In 32,700 65.4 

 
The simulation was implemented using the GAROPS 

simulation software (Nakano et al. 1994) and run for 400 
hours simulation time. The measured production rate of the 
initial system was one part every 80.5s. 

3 BOTTLENECK DETECTION METHODS 

Three bottleneck detection methods based on the utiliza-
tion, the waiting time, and the shifting bottleneck are ap-
plied to the system. The true bottleneck is also determined 
experimentally by improving the different machines or the 
AGV speeds. 

3.1 Utilization 

To detect the bottleneck, the utilization method measures 
the percentage of time a machine/AGV is active, and then 
defines the machine with the largest active percentage as 
the bottleneck. For the presented example the utilization of 
the different machines and AGV’s was measured. As both 
working times and repair times can constrain the system, 
the utilization method uses the combined working and re-
pair time percentages, resulting in the percentage of the 
time a machine or AGV is active as shown in Table 3. 

 
Table 3: Utilization 

Mean Working Repair Active 
M3 49.68% 5.24% 54.92% 
M2 74.52% 5.44% 79.96% 
M1 68.31% 4.91% 73.23% 

AGV1 65.77% - 65.77% 
AGV2 65.78% - 65.78% 
AGV3 65.77% - 65.77% 

 
The measured active utilization of the system is also 

shown in Figure 2, including the confidence intervals with 
a confidence level of 95%. It can be seen clearly that, ac-
cording to the measured data, machine M2 has the largest 
utilization of 80% (including both work and repair times), 
and therefore would be the primary bottleneck according to 
the utilization method. Machine M1 has the second largest 
utilization with 73%. The third largest utilization is found 
at the three identical AGV’s with a utilization of 66%. Fi-
nally, machine M3 has the smallest utilization with 55%.  
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Figure 2: Utilization 

 
Since machine M2 has the largest utilization, this ma-

chine would be the primary bottleneck according to the 
utilization method. Because the confidence intervals do not 
overlap, machine M2 has truly the largest utilization. Simi-
larly, machine M1 has the second largest utilization, also 
with non-overlapping confidence intervals. Therefore, ma-
chine M1 has truly the second largest utilization. However, 
it is difficult to say if machine M1 is also a secondary bot-
tleneck. Furthermore, it can only be guessed if the AGV’s 
are also small bottlenecks or not. It is also unknown if ma-
chine M3 is a non-bottleneck. In summary, the bottleneck 
detection method using the utilization finds machine M2 to 
be the primary bottleneck, yet does not provide any insight 
regarding secondary bottlenecks or non-bottlenecks. 

3.2 Waiting Time 

The second bottleneck detection method uses the waiting 
time of parts in the queue to determine the bottleneck. This 
method looks for the machine where the parts have to wait 
for the longest time, and defines the bottleneck according 
to the queue length. An alternative method may look for 
the longest queue instead of the longest waiting time; how-
ever, this approach works only for linear systems contain-
ing only one type of part. If there are multiple part types 
there might be occasions where a machine with a few parts 
being processed slowly constrain the system more than a 
machine with a lot of parts being processed quickly. There-
fore, it is recommended to use the waiting time instead of 
the queue length.  

However, there are two additional limitations to the 
use of the waiting time for bottleneck detection. First, the 
buffers should have an infinite capacity. Bottleneck detec-
tion using the waiting time is difficult if the queue capacity 
is limited. Second, the system capacity should exceed the 
supply in the long run to avoid permanently filled queues. 
Both requirements are not satisfied in the presented exam-
ple, as all buffers have a capacity of only one and there is 
an infinite supply. While the waiting time method can still 
be measured, the results are unusable. Also, the AGV sys-
tem itself is a type of queue, yet it does not have a queue 
length or waiting time in the traditional way.  

The measured waiting times and queue lengths are 
shown in Figure 3 for all buffers before and after the ma-
chines, where “B” indicates before, and “A” indicates after, 
i.e. buffer BM2 is before and AM2 is after machine M2. It 
turns out, that the buffers are empty almost all the time. For 
the buffers of capacity one, there is in average only 0.05 
parts waiting, or a mean waiting time of only 4s. Further-
more, all buffers have approximately the same mean number 
of parts. Therefore, due to the limitations of the waiting time 
method the obtained results cannot be used to detect the bot-
tleneck, and the method cannot determine the primary bot-
tleneck, let alone the secondary or non-bottlenecks. 
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Figure 3: Queue Length and Waiting Time 

3.3 Shifting Bottleneck Detection Method 

The shifting bottleneck detection method uses the same 
data as the utilization method in determining the bottle-
necks. The shifting bottleneck detection method also inves-
tigates when a machine is active or not. However, while 
the utilization method determines the percentage of time a 
machine is active, the shifting bottleneck detection method 
determines the duration a machine is active without inter-
ruption. This gives a much better understanding of the con-
straints within the system, and therefore allows for a much 
more reliable bottleneck detection. Initially, the average 
active duration (Roser, Nakano, and Tanaka 2001) has 
been measured, yet the method has been improved to de-
termine the bottleneck at any given point in time by finding 
the machine or AGV with the longest active period at that 
time. This method has been proven to work reliably for 
non-AGV systems (Roser, Nakano, and Tanaka 2002a; 
Roser, Nakano, and Tanaka 2002b), and this paper will 
demonstrate the usefulness for AGV systems. 

As the method is described in more detail in the above 
references, the following description will be brief. The 
shifting bottleneck detection method determines the peri-
ods during which a machine or AGV is active without in-
terruption. The term “Active” includes not only machines 
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working or AGV’s transporting, but also breakdown peri-
ods, tool changes, or recharging times, i.e. any time a ma-
chine or AGV constrains the system. The active periods are 
occasionally interrupted by inactive periods, where the ma-
chine or AGV has to wait for the completion of a process 
by another machine or AGV, as for example when a ma-
chine is blocked or starved.  

The underlying idea of the method is that at any given 
time, the machine with the longest active period is the bot-
tleneck, and the system is constrained by this machine. The 
method further distinguishes between shifting bottlenecks, 
where the active period of one bottleneck overlaps with the 
active period of the next bottleneck, and sole bottlenecks, 
where the current bottleneck does not overlap with previ-
ous or subsequent bottlenecks. Figure 4 shows an example 
of a two-machine system; where at the beginning machine 
M1 has the longest active period, and therefore is the bot-
tleneck. Later, the bottleneck shifts from machine M1 to 
M2, and then M2 is the sole bottleneck. The likelihood of a 
machine being the bottleneck can be measured easily by 
determining the percentage of the time a machine is a sole 
or shifting bottleneck. 

 

 

M1

M2

TimeActive Period
Sole Bottleneck
Shifting Bottleneck  

Figure 4: Shifting Bottlenecks 
 
Analyzing the AGV system using the shifting bottle-

neck detection method as shown in Figure 5 gives a very 
different bottleneck than the utilization method shown in 
Figure 2. According to the shifting bottleneck detection 
method, the primary bottleneck is the AGV system, with 
each AGV having a total bottleneck probability between 
25% and 50%, whereas the machines all have a bottleneck 
probability of less than 10%. Therefore the AGV’s are the 
primary bottleneck, and the machines are the secondary 
bottlenecks. The system does not contain any non-
bottlenecks. The bottleneck probability of the three AGV’s 
is not equal due to the structure of the system. As the three 
AGV’s always follow the same route in the same order 
without ever overtaking each other, the last AGV in this 
particular system is always more likely to be the bottleneck 
than the first AGV. 
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Figure 5: Shifting Bottleneck Probability 

 
Figure 6 shows a graph of the sole and shifting bottle-

necks for the original system, and the times of the failures 
of different machines. It can be seen clearly that every time 
a machine became a bottleneck, a machine failure has hap-
pened at the beginning of the bottleneck period. While 
Figure 6 shows only a brief period of simulation time, the 
results are similar throughout the simulation.  
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Figure 6: Bottlenecks and Machine Failures 

 
The shifting bottleneck analysis using the shifting bot-

tleneck detection method therefore not only detects the bot-
tlenecks reliably, but also allows a deeper understanding of 
the underlying causes of the bottlenecks by investigating 
the temporary bottlenecks and their relation to different 
system events. 

3.4 Experimental Bottleneck Detection 

The previous bottleneck detection methods returned quite 
different results for the same AGV system. While the 
method based on the waiting time was unable to find the 
bottleneck, the utilization method and the shifting bottle-
neck method disagreed if machine M2 is the bottleneck or 
if the AGV’s are the bottleneck. Only the shifting bottle-
neck method determined the secondary bottlenecks. 
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So, which machine or AGV is really the bottleneck? 
To find the bottleneck experimentally, different machines 
and AGV’s have been improved independently, and the re-
sulting production rate has been analyzed. In different 
simulations, the cycle times of the three machines have 
been improved, and the performance of the improved sys-
tem has been measured. Furthermore, the performance of a 
system with an improved AGV speed has also been simu-
lated. Table 4 shows the results of the different improve-
ments, including the original and improved cycle times for 
machines and the original and improved speed of the 
AGV’s. These results are also shown graphically in Figure 
7, including the 95% confidence intervals. 

 
Table 4: Improved Systems 

Machine   Original Improved Time Per Part 
M1 Cycle 55s 30s 79.6s 
M2 Cycle 60s 40s 79.5s 
M3 Cycle 40s 20s 80.3s 

AGV’s 500mm/s 1000mm/s 69.5s 
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Figure 7: Production Rates 

 
It seems that improving the machine cycle times does 

not affect the system throughput very much. In fact, the 95% 
confidence intervals all overlap with the confidence interval 
of the initial throughput, so it is not even sure if there is any 
improvement at all.  However, improving the AGV speed 
significantly improved the throughput of the system.  

To be more precise, the sensitivity of the throughput to 
the machines and AGV’s has been determined as shown in 
Table 5. For example, the cycle time of machine M1 has 
been improved from 55s to 30s, or a 45% reduction. The 
resulting throughput has changed from 80.5s to 79.6s, or an 
improvement of 0.9s. Subsequently, the sensitivity of the 
system improvement to the machine improvement is 
0.09s/45% = 0.020 s/%. The speed of the AGV has been 
doubled, and therefore the travel time has been reduced by 
50%. The resulting system throughput has improved by 
11s, and therefore the sensitivity of the throughput to the 
AGV speed is 11s/50%=0.220s/%. The results are also 
shown graphically in Figure 8.  
Table 5: Machine Sensitivities 
Machine Machine 

Improvement 
System 

Improvement 
Sensitivity 

(s/%) 
M1 Cycle 45%  0.90s  0.020 
M2 Cycle 33%  1.00s  0.030 
M3 Cycle 50%  0.20s  0.004 

AGV’s 50%  11.00s  0.220 
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Figure 8: Measured Machine Sensitivities 

 
Overall, the sensitivity of the throughput to the ma-

chine cycle time is very small. The most important factor is 
the AGV speed. Therefore, the primary bottlenecks of the 
system are the AGV’s, and in order to improve the system 
it is necessary to improve the AGV’s. The effect of a ma-
chine improvement is very small, and therefore the ma-
chines are only secondary bottlenecks. Therefore improv-
ing the machines does improve the system only very little.  

4 COMPARISON 

The different approaches gave vastly different results. The 
utilization method assumed that machine M2 is the primary 
bottleneck, and that the AGV’s are actually rather insig-
nificant, whereas in fact the AGV’s are the primary bottle-
neck, and machine M2 is rather insignificant. Therefore, 
the utilization method did not detect the bottleneck cor-
rectly as can be seen by comparing Figure 2 with Figure 8. 
The method based on the waiting time was entirely unable 
to detect any bottlenecks due to the limitations of the 
method with respect to the manufacturing system. The 
method requires infinite or at least very large buffer sizes 
to determine the bottlenecks, and also a system capacity 
exceeding the supply, both of which were not given in the 
presented example. The only method returning correct re-
sults was the shifting bottleneck detection method. This 
method was not only able to detect the bottleneck, but also 
to estimate the relative constraint of the different machines 
to the system. Comparing Figure 5 with Figure 2 shows an 
almost identical behavior of the bottleneck measurement. 
An overview of the advantages and disadvantages of each 
method is shown in Table 6.  
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Table 6: Bottleneck Detection Methods Comparison 

Method Utilization  Waiting 
Time  

Shifting 
Bottleneck

Accuracy  Medium Medium Excellent 
Understandability Medium Medium Excellent 
Required Data Size Large Small Small 
Long Term BN Yes Yes Yes 
Medium term BN No Delayed Yes 
Short term BN No No Yes 
Primary BN Yes Yes Yes 
Secondary BN No No Yes 
Non-BN No No Yes 
Implementation Very Easy Easy Medium 
System 
Limitations Moderate Many Few 

 
All three methods are designed to determine the aver-

age bottlenecks over a longer period of time, as for exam-
ple the entire simulation. However, sometimes not the long 
term bottleneck but rather the medium term or short term 
bottlenecks are of interest. A medium term bottleneck is 
the average bottleneck for a short period of time, for ex-
ample over 1 hour after a new shift started, or the first 30 
minutes after a machine breakdown, etc. The utilization 
method usually cannot detect these bottlenecks, and the 
waiting time method detects these bottlenecks only de-
layed. The shifting bottleneck method, however, is meas-
ured directly at the machine, and the bottleneck can be de-
tected for any given period of time. The shifting bottleneck 
detection method can also detect short term or instantane-
ous bottlenecks as shown in Figure 4 or Figure 6.  

All three bottleneck detection methods are designed to 
find the primary bottleneck, i.e. the single machine that 
represents the largest constraint onto the system. However, 
sometimes not only the primary but also the secondary bot-
tleneck is of interest. The utilization and waiting time meth-
ods have difficulties finding the secondary bottleneck, 
whereas the shifting bottleneck method also finds secondary 
bottlenecks and determines the level of constraint of each 
machine onto the system. Furthermore, in some case it might 
be of interest to determine which machine is no bottleneck at 
all, for example to reduce the cost by reducing this machine 
speed. Only the shifting bottleneck method is able to deter-
mine the non-bottlenecks reliably. The shifting bottleneck 
detection method has few limitations and can be applied to 
almost all systems (Roser, Nakano, and Tanaka 2002a; 
Roser, Nakano, and Tanaka 2002b), whereas the waiting 
time method is limited in its use. 

5 CONCLUSIONS 

It has been shown that the conventional bottleneck detec-
tion methods as for example the measurement of the utili-
zation or the waiting time occasionally fail to detect the 
primary bottleneck reliably, and are usually unable to de-
tect secondary bottlenecks or non-bottlenecks. 

On the other hand, the shifting bottleneck detection 
method based on the active periods is able to measure the 
likelihood of a machine being the bottleneck reliably for all 
machines and AGV’s. Thus, it is easy to determine which 
machine is the primary bottleneck, which machines are the 
secondary bottleneck, and which machines are not bottle-
necks at all.  

This paper compared the utilization, waiting time and 
shifting bottleneck detection methods and found that no 
method excels in every area. However, the shifting bottle-
neck detection method has the one flaw of being slightly 
more difficult to implement than the other two methods, 
whereas the utilization and waiting time method have mul-
tiple limitations on usage and accuracy. Overall, the shift-
ing bottleneck detection method is vastly superior to the 
other methods investigated in this paper. The method has 
been implemented in a software tool GAROPS Analyzer, 
automatically analyzing the data of the GAROPS simula-
tion and detection the bottleneck. The results are shown in 
an easy-to-understand MS Excel spreadsheet. 
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