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ABSTRACT

Distributed real-time simulation is the focus of intense de
velopment, with complex systems being represented b
individual component simulations interacting as a coheren
model. The real-time architecture may be composed o
physically separated simulation centres. Commercial off
the-shelf (COTS) and Freeware Real-time software exist
to provide data communication channels between the com
ponents, subject to adequate system bandwidth. However
the individual models are too computationally intensive to
run in real time, then the performance of the real-time sim
ulation architecture is compromised. In this paper, mode
representations are developed from dynamic simulation b
the response surface methodology (RSM), allowing com
plex systems to be included in a real-time environment
A Permanent Magnet AC (PMAC) motor drive simulation
with model reference control for a more electric aircraft
application is examined as a candidate for inclusion in a
realtime simulation environment.

1 INTRODUCTION

Extremely complex systems such as aircraft can be repr
sented by distributed simulations, leading to the develop
ment of sophisticated architectures to administer the da
transactions necessary for the components to operate
a unified whole. CORBA, a distributed architecture has
acquired real-time extensions, while the High Level Archi-
tecture (HLA) has been developed in the United States b
the Department of Defense to provide a real-time simu
-
if

-

s

lation environment. Individual research and developme
centres develop models which reflect their expertise, a
can subsequently join a distributed environment to constr
a sophisticated representation with a great deal of detail,
curacy and model flexibility at the component level. In th
application, real-time flight simulators can be construct
with levels of detail focussing hierarchically down from
the airframe flight characteristics, through aerothermal g
turbine engine models, to component models of fuel pum
generators etc. Distributed components of the system
on the whole modelled in high level environments such
Matlab / Simulink. Routines may also be coded in lan
guages such asFortran or C. The distributed simulation
architecture fulfills the task of registering the data types a
protocols of these modelling environments, and providin
channels for data streaming via a real-time kernel. The
architectures often rely on dedicated local (LAN) or wid
(WAN) area networks to provide necessary physical leve
of bandwidth for the data transfer. Benchmark tests for t
distributed architectures can calculate bandwidth availa
with any projected system. Finally, any individual com
ponent which runs slower than real-time will prevent th
system from running in real-time if its operation is critica
to the operation of the overall system. This last point is t
most crucial, and will be considered in this paper.

Many complex systems, particularly nonlinear mult
variable ones require in general relatively intense comp
tation in order to provide an accurate dynamic simulatio
This problem is exacerbated by the use of high-level sim
lation languages to provide the model environment. Als
highly detailed techniques such as Finite Element analy
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Figure 1: Simulink Motor, Power Electronics, Model Reference Controller as a Geared Rudder Actu
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and Computational Fluid Dynamics, by definition requi
large amounts of time to perform incremental simulation
There exist some potential solutions to increase the sp
of the model in order to bring it up to real-time capa
bility. Firstly, the model can be further decomposed in
sub-systems to run on separate machines. This solution
a penalty in terms of physical space, cost, and loading
the communications channels. Secondly, the item can
translated into highly optimised high level computer la
guage code. This has the certain advantage of more ra
execution time, however the advantages of direct inter
tion with graphical development environments is lost, mo
specialised programming skills are required, and the cod
not guaranteed to give the speed increase necessary. N
of the above solve the problem of inherently intensive si
ulation. The model may be approximated as a lower or
system. This is certainly a candidate solution, but require
methodology to produce an accurate workable solution
highly non-linear systems. Finally, experimental or sim
ulation data may be used to construct a minimal mo
of the system, in effect a technique analogous to ima
compression, with the aim of constructing a representat
accurate to known statistical bounds, with real-time cap
bility. This approach will be developed here, as it has t
advantages of a generic approach, without the disadvanta
of increased hardware costs or increased system bandw
requirement, while retaining the advantages of graphi
development environments. The solution is based aro
the response surface methodology (RSM) (Myers and Mo
gomery, 1995), and its effectiveness in application will
examined against both experimental and simulation data
d
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a highly nonlinear Permanent Magnet AC (PMAC) mot
drive model (Stewart and Kadirkamanathan, 1998, 199
It is desired that the motor join a distributed flight simulat
as the actuator motive power for an electromechanical r
der controller. In order to achieve the high velocities a
torque required to achieve the operational bandwidth of
rudder, a complex highly non-linear model reference c
rent controller is packaged in the simulation model (Figu
1) along with associated power electronics and feedb
sensors (the simulation can be made more complex by
desired implementation of sensorless control).

It is imperative that wherever possible, in order
maximise the useability and applicability of the flight sim
ulator, that its response reflects, as closely as possible
real life dynamic response and interactions of the indiv
ual component parts. Critically, this allows the assessm
and integration of new components and control syste
in as “real" an environment as possible. This requirem
makes real-time integration and component level complex
a critical goal. The RSM is investigated here to attain a re
time and useably accurate response for a highly comp
aerospace component simulation.

Aside from its original application in chemical an
process control, RSM has been used to realise low-c
computational solutions using Multi Objective Genetic A
gorithms (MOGA) (Bica et.al., 1998, 2000). The RSM
this case is used to provide objective function approxim
tions rather than evaluating these functions directly fro
the gas turbine engine during an optimisation procedure
this context, response surfaces are used to model the
gine performance indices and is applied to the multivaria
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fuzzy controller design for the Rolls-Royce Spey engin
It was found that the use of the RSM greatly reduced
computational load experienced in the controller desig
The work presented in this paper uses the RSM in
context of system representation for distributed simulatio
It is found to be an extremely useful and tractable tool
enable relatively slow processes to join simulations runn
in real-time.

2 RESPONSE SURFACE METHODOLOGY

The response surface methodology is a technique desig
to optimise process control by the application of design
experiments in order to characterise a system (Myers
Montgomery, 1995). The relationship between the
sponse variable of interest(y), and the predictor variables
(ξ1, ξ2, ..., ξk)may be known exactly allowing a descriptio
of the system of the form

y = g (ξ1, ξ2, ..., ξk)+ ε (1)

whereε represents the model error, and includes measu
ment error, and other variability such as background no
The error will be assumed to have a normal distribution w
zero mean and varianceσ 2. In general, the experimente
approximates the system functiong with an empirical model
of the form

y = f (ξ1, ξ2, ..., ξk)+ ε (2)

where f is a first or second order polynomial. This i
the empirical or response surface model. The variab
are known asnatural variablessince they are expresse
in physical units of measurement. In the response surf
methodology (RSM), the natural variables are transform
into coded variablesx1, x2, ...xk which are dimensionless
zero mean, and the same standard deviation. The resp
function now becomes

η = f (x1, x2, ..., xk) . (3)

The successful application of RSM relies on the identificati
of a suitable approximation forf . This will generally be
a first order model of the form

η = β0 + β1x1+ β2x2+ ...+ βkxk, (4)

or a second order model of the form

η = β0 +
k∑
j=1

βjxj +
k∑
j=1

βjj x
2
j +

∑
i<j

∑
βij xixj . (5)
.
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It may be neccessary to employ an approximating functio
greater than an order of two, based on the standard Tayl
series expansion. The response surface methodology
intimately connected toregression analysis. For example
when considering the first order model, theβ terms comprise
the unknown parameter set which can be estimated b
collecting experimental system data. This data can eithe
be sourced from physical experiments, or from previousl
designed dynamic computer models. The parameter s
can be estimated by regression analysis based upon t
experimental data. The method of least squares is typical
used to estimate the regression coefficients. Withn > k

on the response variable available, givingy1, y2, ..., yn,
each observed response will have an observation on ea
regressor variable, withxij denoting theith observation of
variablexj . Assume that the error termε hasE(ε) = 0
and V ar(ε) = σ 2 and the(εi) are uncorrelated random
variables. The model can now be expressed in terms of th
observations

yi = β0 + β1xi1+ β2xi2+ ...+ βkxik + εi

= β0 +
k∑
j=1

βjxij + εi,

i = 1,2, ..., n. (6)

Theβ coefficients in equation (6) are chosen such that th
sum of the squares of the errors(εi) are minimised via the
least squares function

L =
n∑
i=1

ε2
i

=
n∑
i=1

yi − β0 −
n∑
j=1

βjxij

2

. (7)

The model can be more usefully expressed in matrix form
as

y = Xβ + ε (8)

where

y =


y1
y2
...

yn

 , X =


1 x11 x12 . . . x1k
1 x21 x22 . . . x2k
...

...
...

...
...

1 xn1 xn2 . . . xnk

 ,

β =


β0
β1
...

βn

 , ε =


ε1
ε2
...

εn

 . (9)
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It is now necessary to find a vector of least squares estima
b which minimises the expression

L =
n∑
i=1

ε2
i = ε

′
ε = (y− Xβ)

′
(y− Xβ) (10)

and yields the least squares estimator ofβ which is

b =
(
X
′
X
)−1

X
′
y (11)

and finally, the fitted regression model is

ŷ = Xb, e= y− ŷ (12)

wheree is the vector of residual errors of the model.

3 PERMANENT MAGNET AC MOTOR AND
CONTROLLER

A brief description will be presented in this section to giv
an overview of the complexities of a permanent magn
AC (PMAC) motor and controller, and the level of com
putational overhead demanded by (for example) aSimulink
model. The controller in question is a model reference ty
which allows the torque speed envelope of the motor to
greatly increased (Stewart and Kadirkamanathan, 200
The general configuration of this class of motor is thr
phase AC, and a non-linear transform (Park Transform) is
usually applied to the phase currents and voltages to al
for easier analysis and control system design (Pillay a
Krishnan, 1995), to give the following description of th
motor

Vq = r iq + ωL id + ω λ+ L

(
diq
dt

)
(13)

Vd = r id − ωL iq + L

(
did
dt

)
(14)

whereVd , Vq are the d and q axis voltages,id , iq are the
d and q axis currents,r is the phase resistance,ω is the
rotor velocity,L the phase inductance andλ the back EMF
constant in the reference frame as volts/radian/second.
q-axis inductance is equivalent to the armature inductan
and the d-axis inductance is equivalent to the field inducta
in a field wound DC machine. In the case of the surfa
mount PMAC motor, these quantities are equal and
denoted byL. The d and q variables are obtained from
r-
of
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ent
rs

t

,
e
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e
,

e

e

the three phase quantities via the following definition of th
Park transform

Vq

Vd
= 2

3
cos(θ) cos(θ − 2π

3 ) cos(θ + 2π
3 )

sin(θ) sin(θ − 2π
3 ) sin(θ + 2π

3 )

Va

Vb

Vc

(15)

whereVa,b,c are the three phase elements. This transf
mation also applies to current and flux linkage quantitie
and the three phase quantities may be obtained from thd

and q axis variables by application of an inversion of th
Park matrix in equation (15).

High performance phase current regulation is the key
high-performance motion control with the sinusoidal PMA
motor. Fast responding current regulation combined w
self synchronisation via the built-in shaft position encod
make it possible to orientate the current phasorI anywhere
within the d-q reference frame subject to supply curren
and voltage constraints. The speed of the torque respo
is limited only by the source voltage and stator inductan
values. The baseline approach to torque control is to m
the torque commandT ∗e into demands for thed andq axis
currents. Torque production is purely a linear function ofq

axis current. These current commands are then transform
into instantaneous sinusoidal currents for the individu
stator phases, using the rotor angle feedback and the b
inverse vector rotation equations. PI current regulators
each of the three phases then excite the phase windi
resulting in desired current amplitudes.

Examination of the motor equations (13,14) revea
cross coupling between the equations which requires c
rection by a feedback linearising controller to allow acc
rate control of the current and voltage vectors (Stewart a
Kadirkamanathan, 2000). The flux weakening controller
of the model reference type, supplies current comman
based upon rotor velocity and torque demand, and is ba
upon the standard circle diagram representation (Miller 199
Jahns 1987). As speed and frequency increase, the cur
limit locus remains fixed, however the radius of the voltag
limit locus decreases. The PWM control saturates when
duty cycle reaches maximum, and the available sinewa
voltage from the inverter equals the phase voltage. T
operating point is known as “base speed" and occurs
the circle diagram at the intersection of theq axis, current
limit circle, and voltage limit circle. If the rotor veloc-
ity increases further, the radius of the voltage-limit circ
decreases further, and maximum current is defined by
current vector terminating in the intersection of the tw
circles. As rotor velocity increases, the voltage-limit ci
cle drags the current phasor further and further ahead
the q axis, decreasing the torque producing current, a
increasing the demagnetising negatived axis current. This
acceleration can increase until the point where the curr
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vector lies entirely in the demagnetising direction, and n
further torque production is possible.

The motor and controller models are coded int
Simulink models, together with function blocks to describ
real system objects such as the three phase PWM inver
feedback linearising controller, rotor position encoder, Pa
transform blocks, and blocks to describe the voltage dr
due to the current dynamics (Stewart and Kadirkamanath
1998). An external PID rudder position control loop supplie
torque demand signals to the PMAC motor and controll
simulation. However when the Simulink model of the mod
reference control system was run on a Pentium 3 800M
computer with 512Mb of system memory, it was foun
not to be capable of real-time operation, running outsi
wall clock time by a factor of five at the required samplin
rate of 1kHz. It was thus decided to implement a minim
description of the controller by RSM in order to achiev
real time status for the motor/controller simulation.

4 RESPONSE SURFACE OF THE MODEL
REFERENCE CONTROLLER BY DESIGNED
FACTORIAL EXPERIMENT

The model reference controller can be converted into
response surface by viewing it as an input-output model.
this respect, the input variables are rotor velocity and torq
demand, while the output variable is the angle of curre
vector advance. A factorial approach to experimental des
was adopted (Hicks and Turner, 1999) to populate the th
dimensional response space. An initial approach to derivi
this population would be to combine each increment of PW
modulation depth with each increment of velocity to giv
the output torque surface. This would result in an outp
space (see Figure 2) with 180 experimental data points (
the points present in Figure 2). The operational space
the motor can however be divided into linear and nonline
regions, by populating the map in terms of modulation dep
and angle of current vector advance. This results in t
linear region being defined by data points at the start a
finish of the linear region for each modulation depth. Th
nonlinear region is defined by data points at 100 increments
for current vector advance at each level of modulation dep
This factorial approach reduces the number of experimen
data points to be collected to 90 (the black square points
Figure 2), an advantage of 50%. Modulation depths 0.3 and
0.4 have black squares across the linear region to indic
the range of experiments which have been eliminated.

Before the experimental proceedure was carried o
each data point was assigned a serial number betwee
and 90. The order of experimentation was decided via
random number generator in Matlab, according to expe
mental design procedures (Hicks and Turner, 1999). T
characterisation study was conducted on a dynamome
rig. The method is to map the surface which describ
r,
k
p
n,

r

z

l

a
n
e
t
n
e
g

t
ll
f
r

e
d

.
al
n

te

t,
0

a
-
e
er
s

the surface connecting torque, rotor velocity and curre
vector advance. The mapping is conducted for a quantiz
tion of 100 current vector advance, and PWM modulatio
depth from 0% to 100% in increments of 10%. The PWM
modulation depth is given asper unit current on the left
hand side of Figure 2. The RSM is utilised to construct
response surface which reflects the current advance pro
in the flux-weakening region of the motor. The natura
unitsξ1 (instantaneous torque in Nm) andξ2 (rotor velocity
in rads/s) of the experimental dynamometer data is fi
transformed into the corresponding coded variablesx1 and
x2, such that

xi1 = ξi1− [max (ξi1)+min (ξi1)] /2
[max (ξi1)−min (ξi1)] /2 (16)

and

xi2 = ξi2− [max (ξi2)+min (ξi2)] /2
[max (ξi2)−min (ξi2)] /2 . (17)

The second order model to be fitted to the data is

y = β0 + β1x1+ β2x2+ β11x
2
1

+ β22x
2
2 + β12x1x2+ ε. (18)

Utilising equations (10-13), we obtain the coefficient matri

b =


38.19
25.46
−7.28
−11.04

6.23
−5.84

 (19)

therefore the model of the flux weakening surface is

ŷ = 38.19+ 25.46x1− 7.28x2− 11.04x2
1

+ 6.23x2
2 − 5.85x1x2 (20)

which may be slightly biased if the noise is coloured
The expression for the response surface model can now
implemented as a controller inSimulinkand the preformance
compared to the originalSimulinkmodel.

5 RESULTS

It is now possible to assess the usefulness of the second o
model. By connecting the model reference controller an
second order response surface model in turn to the exist
PMAC motor and rudder drive model, the output can b
compared to existing experimental data sets. In this case,
motor is accelerating from rest and run up to a rotor veloci
of approximately 7500 rpm. This is a particularly arduou
operating envelope, as the motor is being simulated with
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Figure 2: Torque Speed-Current-Vector Advance Experimental Data
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coarse position feedback encoder rather than the more u
high-resolution encoder. This is responsible for the hig
level of ripple in the torque envelope. A visual inspection o
the torque profiles produced by the two controllers revea
little or no difference in performance of the acceleratin
motor. The controller command outputs were found to ha
a mean difference of less than 10, which reflects the mean
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Figure 3: Comparison of Simulink and RSM Controllers i
Motor Acceleration Simulation.
alerror in the initial controller design from experimental dat
where the mean error of the second order fit was also< 10.
The simulations were repeated for verification over a numb
of randomly chosen profiles over the entire torque/spe
range. The error bounds were found to be< 10 in all
simulations.

The second order controller obtained through the RS
was found to operate at more than ten times wall-clock tim
compared to the originalSimulinkcontroller which could not
attain real-time operation. The increase in performance>

50 times) was such that it was possible to run the rudder mo
and controller on the same machine in real-time without a
modifications to the motor-drive simulation, which is in itse
a valuable improvement. The final implementation was
run the RSM designed controller on a separate machine fr
the motor and drive to confirm its benefits for distribute
simulations. The simulation ran via a 100Mb/s LAN vi
standard network interface cards, and bespoke data buf
and sockets programmed in both C++ and Visual Basic.
buffer under-runs were experienced, and the controller w
found to successfully stream data in real-time, operating
1kHz.

6 CONCLUSION

A method has been presented which has been adapted f
process control and optimization methodologies. The a
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proach allows the adaptation of complex aerospace co
trollers and systems which are too slow to join real-tim
simulations to be approximated in a way such that real-tim
simulation becomes possible. The method has been dem
strated on a PMAC flux weakening controller for a rudde
actuator, and found to provide not only the performanc
boost in terms of run-time, but also the accuracy require
by the simulation environment. The method is shown
be a useful tool in the development of complex real-tim
systems.
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