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ABSTRACT 

In response to a request from the WSC Foundation and the WSC 2010 Program Committee, we review 
and slightly revise our survey of the history of simulation up to 1982, with special emphasis on some of 
the critical advances in the field and some of the individuals who played leading roles in those advances. 
Documenting the history of simulation remains a work in progress on our part, and we encourage individ-
uals and organizations in the simulation community to bring significant historical data to our attention. 

1 INTRODUCTION 

A history of simulation can be written from many perspectives�for example, uses of simulation (analy-
sis, training, research); types of simulation models (discrete-event, continuous, combined discrete-
continuous); simulation programming languages or environments (GPSS, SIMSCRIPT, SIMULA, 
SLAM, Arena, AutoMod, Simio); and application domains or communities of interest (communications, 
manufacturing, military, transportation).  Examples of the various perspectives and combinations can be 
readily found in the published histories; see Nance (1996), Nance and Sargent (2002), and Hollocks 
(2008).  We offer this brief treatment from a very informal perspective; the objective is to highlight 
people, places, and events that have marked the development of discrete-event and Monte Carlo simula-
tion.  Within this informal perspective, and sometimes anecdotal description, lies a secondary objective: 
to motivate others to document their historical contributions or knowledge so that a comprehensive histo-
ry can be captured for posterity in places like the Simulation Archive at North Carolina State University 
(NCSU 2010).  The slides for the oral presentation of this article are available via ISE-NCSU (2010). 

Capturing the history of a technology while the development of that technology is in progress and 
some contributors remain available to provide an oral history offers obvious advantages but poses not-so-
obvious challenges. A brief, but particularly insightful commentary, on the compilation of a contemporary 
history of programming languages provides valuable guidance (Tropp 1981). 
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2 THE PRECOMPUTER ERA: FROM BUFFON TO WORLD WAR II (1777�1945) 

The Monte Carlo method �������	
����������	�������
����	����
��������������������������������	�������
������������������	���������������	�������������	
��������onto a plane with equally spaced parallel lines 
in order to estimate the value of �.  The reader interested in the details may consult chapter 3 in Larson 
and Odoni (1981).  Although ������!� solution to the original needle experiment is correct, his solution to 
an extended version of the experiment contains an error that was corrected by Laplace in 1812.  For this 
reason, the terminology Buffon-Laplace needle problem is frequently used.  For more on this problem, 
visit Wolfram Research Inc. (2010).  

About a century afte	�"
��
�!�� ���	�#������ ��� ������	�
��� ��	�	������ 	������
����#�� �����
����� ���
one of the most important early developments in applied statistics.  William Sealy Gosset, trained in ma-
thematics and chemistry, became a brewer with Arthur Guiness, Son & Co. Ltd., in 1899 at the age of 23.  
Guiness allowed Gosset to publish certain major statistical results, provided he used a pseudonym and no 
�	��	���
	���
�
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1908 with a paper ��	���
�������
�� ��� ����%�����
��$������!�� t-distribution.  Because Gosset had in-
complete analytical results, he used a crude form of manual simulation to verify his conjecture about the 
��
����	����������	�#
#������������������������	�$������!�� t-distribution.  This inaugural application of 
simulation to the field of industrial process control is a remarkable example of the synergy of simulation-
based experimentation and analytic techniques in the discovery of the exact solution of what is arguably a 
classical industrial-engineering problem. 

3 THE FORMATIVE PERIOD (1945�1970) 

In the mid-1940s two major developments set the stage for the rapid growth of the field of simulation: 
 
� The construction of the first general-purpose electronic computers such as the ENIAC (Burks and 

Burks 1981); and 
� The work of Stanislaw Ulam, John von Neumann, Nicholas Metropolis, and others to use the 

Monte Carlo method on electronic computers in order to solve certain problems in neutron diffu-
sion that arose in the design of the hydrogen bomb and that were (and still are) analytically intrac-
table (Cooper 1988).  
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����������������an easier way to estimate the probabilities of cer-
tain events in those card games apparently led him to the idea that 
��*�����+
	����
��	�
����������	�b-
lems of mathematical physics might be effective.  An important complement to the work on the Monte 
Carlo method in the 1940s was the introduction of linear congruential random-number generators (LCGs) 
by Lehmer (1951).  The increasing availability of general-purpose electronic computers in the 1950s al-
lowed for the rapid proliferation of simulation techniques and applications in other disciplines.  

Keith Douglas Tocher, a professor of operational research at the University of Southampton, devel-
oped the General Simulation Program (GSP), the first general-purpose simulator, as a tool for systemati-
cally building a simulation of an industrial plant that comprises a set of machines, each cycling through 
states such as busy, idle, unavailable, and failed.  Obviously, the machine states and the times of the next 
�
�����
������������������������������
������������
���/��������	�
���<�����=>?@�������	!���	���i-
nent contributions to simulation include the three-phase method for timing executives, the first textbook 
in simulation, The Art of Simulation (Tocher 1963), and the wheel chart or activity-cycle diagram (ACD) 
in 1964.  The ACD became a cornerstone of simulation teaching in the United Kingdom and the core of 
research in program generators during the 1970s.  It is especially noteworthy that Tocher conceived and 
implemented an approach to combined simulation (discrete-event and continuous submodel interaction 
within a single model execution) well before its appearance in a US simulation language (Tocher and 
Splaine 1966).  We are indebted to Hollocks (2008) for detailing the contributions of Tocher that led to 
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the establishment of the K. D. Tocher Award by the Operational Research Society (United Kingdom) in 
2008. 

Geoffrey Gordon joined the Advanced Systems Development Division of IBM in 1960 as Manager of 
Simulation Development; and during the period 1960Q1961, he introduced the General Purpose System 
Simulator, which was later renamed the General Purpose Simulation System (GPSS).  GPSS was de-
signed to facilitate rapid simulation modeling of complex teleprocessing systems involving, for example, 
urban traffic control, telephone call interception and switching, airline reservation processing, and steel-
mill operations. Gordon focused on a block diagram interface because he feared that programming might 
be too great a challenge for engineers.  The ease of use and the software marketing policies of IBM at the 
time established GPSS as the most popular instructional simulation programming language (SPL) in the 
United States. An in-depth description of the history of GPSS is provided in Gordon (1981).  

Based on FORTRAN, the initial version of SIMSCRIPT in 1963 was intended for users that were not 
computer experts and utilized a set of forms for model definition, model initialization, and report genera-
tion. The second generation SIMSCRIPT 1.5 unchained the translation from FORTRAN and served as a 
concept and idea generator for SIMSCRIPT II, the most ambitious language undertaking at that time.  
$X*$+YXZ��XX�
����#��������
��
���
��	�����
���
��[��������������������������\	���������$X*$+YXZ��XX[�
���� �
���
����
�� ��������� ����
��������� ������[� ������������#�����
� �
���
����	��������
���
����/*
r-
kowitz 1979, p. 29).  Comprehensive descriptions of SIMSCRIPT are provided in Markowitz (1979) and 
Nance (1996). 

A major contributor to the development and implementation of SIMSCRIPT II was Philip Kiviat, 
who had come from Cornell University to U. S. Steel in 1961 where he developed GASP (General Activi-
ty Simulation Program).  Kiviat joined the RAND Corporation in 1963 and became a major driver in 
SIMSCRIPT II.  Succeeding versions of GASP were developed by Alan Pritsker.  The role of organiza-
tions (places) is emphasized by noting that Pritsker worked at RAND in the summer of 1969 on a version 
of GASP based on JOSS.  Professor Richard Conway of Cornell also had a working relationship with 
RAND during this period.  

Along with RAND, IBM, Cornell, and U. S. Steel, the Royal Norwegian Computing Center was a 
hotbed of simulation language development.  Kristen Nygaard and Ole-Johan Dahl initiated work on 
SIMULA in 1961.  With strong support from Univac, the two with capable programming staff created 
SIMULA I as an extension of ALGOL 60.  The resulting evolution produced arguably the most influenti-
al programming language in computing history.  A comprehensive description of the evolution of 
SIMULA is provided by Nygaard and Dahl (1981). 

The 1967 forerunner of the Winter Simulation Conference (WSC) was the Conference on Applica-
tions of Simulation Using the General Purpose Simulation System, which in subsequent years was ex-
panded to include papers on any SPL or any aspect of simulation applications.  WSC is now the premier 
international forum for disseminating recent advances in the field of system simulation.  

Concurrent with the SPL advances, R. W. Conway, B. M. Johnson, and W. L. Maxwell of Cornell 
University laid out the central problems of discrete-event simulation in two seminal papers, Conway, 
Johnson, and Maxwell (1959) and Conway (1963).  These groundbreaking authors stated that simulation 
problems fall into two broad categories�model construction and model analysis  (extracting the maxi-
mum information from the execution results). 

The problems of simulation model construction include: 
 
� Modular design of simulation programs for easy revision; 
� Management of computer memory, a scarce resource during this period; 
� Control of error arising from the discretization of all continuous quantities that is inherent in digi-

tal simulation; 
� Design and implementation of an efficient time-advance mechanism; and 
� Management of files containing the simulation entities. 
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Although many of the above problems have been largely resolved, the design and implementation of an 
efficient time-advance procedure for handling certain types of events is still�even to this day�an active 
area of research and development. 

The main problems in model analysis include the strategic problem of designing a simulation expe-
riment and the following tactical problems on how to run the simulations specified in the experimental 
design: 

 
� The start-up problem, i.e., determining when a simulation is in equilibrium (steady state) so that 


����	
��������
�����#�����������
����!�������
������������
�����ed out; 
� Estimating the precision (variance) of simulation-based estimators of steady-state performance; 

and 
� Performing precise comparisons of alternative system simulations; i.e., selection of the best of a 

competing set of alternative systems or system configurations. 
 
For the start-up problem, Conway (1963) proposed the first widely used rule for truncating (deleting) si-
mulation-generated observations that are contaminated by initialization bias.  For the variance-estimation 
problem, Conway proposed the method of batch means, which is still widely used in practice and is the 
basis for a great deal of ongoing research.  For the comparison problem, Conway (1963) rejected tradi-
tional ANOVA methods and proposed the use of statistical ranking-and-selection procedures, which are 
still commonly applied in the real world and widely studied in the high-level research literature.  In brief, 
Conway showed remarkable insight into the problems and solution strategies that would shape the next 
fifty years of simulation analysis methodology. 

4 THE EXPANSION PERIOD (1970�1982) 
������
#�������������#heading marks the period as distinguished by enhancements, extensions, and addi-
tions throughout the art and science of discrete-event simulation�teaching, research, and practice. We 
are limited to identifying these changes; a full explanation is not possible within the space allotted. 

Major changes among the SPLs, driven primarily by marketing motives, included: 
 
� The capability for combined simulation in GASP IV, introduced by Pritsker and Hurst (1973), 

and in SIMSCRIPT II.5 as C-SIMSCRIPT (Delfosse 1976); 
� The emergence of versions of GPSS outside the IBM domain, in particular the ascension of 

GPSS/H, which was developed by Henriksen (1977); 
� A process interaction (transaction processing) user interface was added to SIMSCRIPT II.5 dur-

ing the period 1976Q1977; 
� Appearance of a number of packages and processors based on the general language PL/I, notably 

(SIMPL/I 1972), SIML/I (MacDougall 1979), and SIMPL/I X (Metz 1981); 
� Conceptual extensions of GASP to SLAM by Pritsker and Pegden (1979). 
 
More ambitious goals for model development were driving the interactive program generator efforts 

in the United Kingdom.  Using the ACD representation as the core structure, Clementson extended ECSL 
(Extended Control and Simulation Language) with the Computer Aided Programming System (CAPS); 
and Mathewson (1975) developed several versions of DRAFT to produce different programming lan-
guage executable representations.  

Concerns for more fundamental issues in model structure and representation received careful atten-
tion in the paper by Zeigler (1972) and the book that followed (Zeigler 1976).  Divisions of opinion arose 
concerning the capabilities and limitations of system-theoretic modeling formalisms in providing a theory 
of simulation; yet the debate drew needed attention to breaking beyond the SPL-constrained views of the 
modeling task.  Pursuing a path intended to join theoretical modeling issues with the program-generation 
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techniques in the United Kingdom and with software engineering concepts, Nance (1981) advanced an 
object-oriented representational approach�the Conical Methodology (Nance 1979).  The genesis of 
many ideas proposed in the latter paper is first described in Nance (1971). 

The expansion of simulation in the 1970s is also apparent in the notable books of the decade.  The 
importance of random number generation was established within the mainstream of computer science by 
the hallmark work of Knuth (1969).  Textbooks appeared that broke out of a single SPL focus, e.g., Em-
shoff and Sisson (1970), Fishman (1973, 1978), and Law and Kelton (1982). 

Other noteworthy developments include the event graphs of Schruben (1983); the development of 
specialty simulation products for niche markets; and the contributions of Balci and Sargent (1981) to for-
mal verification and validation.  Moreover, a great deal of the new work on random number generation, 
random variate generation, and output analysis appeared during the Expansion Period; and during this 
time, much of the theoretical work appeared that was to set the stage for the next thirty years.  The classic 
texts of Fishman (1973, 1978) brought together the state-of-the-art in all of these areas, and served as the 
standard references for a generation of researchers.  In particular, Fishman was responsible for populariz-
ing efficient random number generation techniques (see also Knuth 1969), consolidating and enhancing 
random variate generation methods, and advancing and proposing various output analysis technology, in-
cluding batch means, autoregressive methods, and regenerative analysis (see also Crane and Iglehart 
1974a, b).  The first edition of Law and Kelton (1982) brought many of these advanced methodologies to 
what would eventually amount to tens of thousands of practitioners. 

In the area of random number generation, researchers focused on the desirable characteristics that 
should be displayed by a generator, and alternatives to the LCGs introduced by Lehmer (1951) were  sug-
gested, sometimes evaluated, and often limited to a specific computer arithmetic and instruction set.  In 
the area of random number generation, researchers focused on linear congruential generators LCGs), and 
characteristics that good LCGs ought to have.  With respect to random variate generation methods, a 
number of new general methodologies were developed to efficiently generate realizations from all of the 
usual probability distributions, as well as more-arbitrary one-dimensional and multidimensional random 
processes.  Output analysis technology grew to encompass theoretical considerations regarding initializa-
tion bias, point and confidence interval estimation for steady-state parameters, statistical ranking-and-
selection methods for use in simulation, and variance reduction methods, the latter having been extensions 
of the seminal work of Hammersley and Handscomb (1964). 

In addition to the technical innovations in simulation modeling and analysis that drove the growth of 
the field during the Expansion Period, there were important developments during this period in building 
the organizational infrastructure of the international simulation community.  Noteworthy among these 
was the rebirth of the Winter Simulation Conference in 1976 after the 1975 WSC failed to materialize. 
The reestablishment of WSC with formal sponsorship by several professional societies, a Board of Direc-
tors, and by-laws governing the future operation of the conference had a decisive effect on the evolution 
of the field.  For more on the history of WSC, see the overview on conference website (WSC 2010).  
Another critical development was the establishment of simulation departments in key archival journals in 
engineering, computer science, operations research and the management sciences, and allied fields.  For 
more on the latter developments, see Nance and Sargent (2002). 

5 SUMMARY 
Simulation in the precomputer era is limited to innovative uses of repetitive trials to support or confirm 
mathematical proofs or conjectures.  The importance and urgency of the nuclear diffusion investigations 
at Los Alamos drove the rapid application of the newly developed electronic computers to Monte Carlo 
techniques in the mid- and late-1940s.  The principal early challenge�the discovery or invention of ac-
���
#��� �����`���� ��	� ����	
����� �	
����������was confronted by some of the best mathematical 
minds of the period.  The pioneers driving the development of more user-friendly languages during the 
late-1950s and early-1960s succeeded in forming the problem-solving technique of simulation (both 
Monte Carlo and discrete-event) as a widely recognized, powerful approach.  Expansion of simulation 
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along multiple dimensions (applications, uses, types) dominated the decade of the 1970s and the early 
1980s.  How is simulation affected by the emergence of microcomputers, increases in memory and de-
creases in switching time by orders of magnitude, and the ubiquity of networking technology in the fu-
ture?  And, what are the reactive effects of simulation?  Answers to these questions form the crux of our 
ongoing study. 
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