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ABSTRACT

Distributed synchronizatia for parallé simulatian is gen-
erally classifiel as being eithe optimistc or conservative
While consideral®@ investigatiols have been conducted
to analyz2 and optimize ead of thee synchronization
strakgies vety littl e study on the definition and strictness
of causaliy have been conducted Do we really need
to preseve causaliy in all types of simulation® This
pape attemps to answe this question We argue that
significart performane gains can be made by reconsid-
ering this definition to decice if the paralld simulation
need to preseve causaliy. We investigae the feasibility
of unsyrchronizeal parallel simulation through the use of
severd queuirg modé simulatiors and preseh a com-
paratve analyss betwe@& unsynchronizeé ard Time Warp
simulation.

1 INTRODUCTION

Paralld discree event simulatos are usel in todays high
performane ard parallé computirg world for architecture
desigh and application development They are necessary
becaus prototypes of the applicatiors are time-consuming
to build ard difficult to modify. While sequentibsimulators
have traditionally been usal for this purpose they tend
to be slow armd inadequat for detailed simulation of
large systems Consequemnyl parallé processig is often
usa in an attemp to speel up simulations as well
as to med the largr memoy demand of simulated
applications. Despie its benefits paralld simulation
requires periodic synchronizatia betwea the simulating
entities for maintainirg causaliy in the simulation This
synchronizatia introduces overhead tha often dominates
simulata executim time.

The notion of causaliy (or synchronizatiohis embed-
ded in almog every aspet of traditiond parallé discrete-
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evert simulation (PDES) Most simulationiss prescrile to

one of the two widely known distributed synchronization
techniques namey optimistc (Jefersm 1985 Steinman
1991 ard conservatie (Bryart 1979 Misra 1986) While

optimizatiors to thes techniqus have producel aremark-
able improvemen in performance researcher have con-

stanty been faced with the problem of reducirg overheads
in the simulatian to improve performane (Fujimoto 1990).

Traditionally, consevation techniqus have had to contend
with the overhead of lookahed and deadlo& awidance
ard recovery (Misra 1986 while optimistic techniques,
suct as Time Warp, have had to conterd with rollback

and stae saving overheads Severd of thes overheads
can be attributed to the synchronizatia (or maintaining
causality requiremen of the simulation technique To

overcone this problem severd researchexr have proposed
methods for relaxing the strict causaliy requiremen in

distributed simulation Somre preliminayy insight into this

relaxation possibility can be found by reviewing the Time

Warp optimizatian called rollback relaxation (Wilsey and

Palaniswary 1994) Rollbadk relaxation proposs the use
of a relaxed recovery mechanisy when memoryles logical

proces receve straggle events The memoryles prop-

erty can be detecte using standad optimizing compiler
techniqus (live variabk analysi$ ard resuls in arelaxed

definition of causaliy. More precisey, it redefins the

remvery proces to require the re-processig of only a

subsé of the evenss in the input quewe when rollback
occurs Similarly, logicd processs representig stateless
functions mappirg a single input to a single outpu can be

completey implemente without synchronizatia (Wilsey

ard Palaniswary 1994).

In this pape, we investigaé the notion of ignoring
causaliy violations (ard therely awiding synchronization
altogethey ard study the consequenceof suc a step In
particula, we study the effect of unsynchronize simulation
on simple queueily modek in an attemp to analyze
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ard characterie the simulaticn outputs. To verify the
correctnes of the simulation outputs we compae the
resuls with resuls obtainel from wARPED (Martin et al.

1995) a Time Wam basel paralld discret evert simulata.

The remainde of this pape is organizel as follows.

Sectin 2 overviews parallé discree evert simulation.
Sectin 3 reviews sore related approachesin Sectin 4,

the justification for unsynchronizé parallé simulation
in distributed environmens is discussed. Section 4.1

describs the design and constructim of NoTIME, the
unsynchronizé simulata. In Section 5 we present
the queueiy model and evaluak the unsynchronized
simulata using this model Finally, Sectim 6 presents
some concludirg remarks.

2 BACKGROUND

In PDES the modéd to be simulatel is decomposeg into
physica processs tha are modela as simulaticn objects
ard assignd to a Logicd Proces (LP). The simulata is
compose of a se of concurrenty executirg LPs The LPs
communicat by exchangimg time-stampd messages In
orde to maintan causaliy, LPs mug proces messaggin
strictly non-decreasm time-stanp orde (Jdfersan 1985;
Lampot 1978). There are two bast synchronization
protocok usal to ensue tha this condition is not vio-
lated (i) conservatie and (i) optimistic Consevative
protocok (Bryart 1979 strictly awid causaliy errors,
while optimistic protocols sud as Time Warp (Fujimoto
1990 Jdfersan 1985 allow causaliy errors to occu, but
implemen sone remvery mechanism.

Consevative protocok were the first distributed sim-
ulation mechanisms. The bast problen consevative
mechanisra mug addres is the determinatio of “safe”
events The consevative proces mud first determire that
it isimpossibe for it to recave anothe evert with alower
timestanp than the evert it is currently trying to execute.
Sudh event are deduce to be sak and can be executed
without any causaliy violation in the system Processes
containig no sak events mud block; this can lead to
deadlo& situatiors if no appropria¢ precautios are taken.
Severd studies on consevative mechanisra and optimiza-
tions to consevative protocok have been presentd in the
literature (Bryart 1979 Misra 1986).

In a Time Wamp simulata, eat LP operats as a
distind discree evert simulata, maintainirg input and
outpu evert lists, a stat queue ard a locd simulation
time (called Locd Virtual Time or LVT). Each LP processes
events optimisticaly and moves ahea in LVT. As each
LP simulates asynchronouy it is possibé for an LP to
recave an event from the past a straggler (sorme LPs
will be processig fasta than othes and hene will have
locd virtual times greate than others) — violating the
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causaliy constraing of the events in the simulation On
receig of a straggle messagethe LP mug rollback to
undo sorre work tha has been done Rollbad involves
two steps (i) restorirg the stak to atime precedingy the
time-stanp of the straggle ard (ii) cancelirg any output
evert message tha were erroneoust sernt (by sending
anti-messaggs After rollback the events are re-executed
in the prope orde.

3 RELATED WORK

Paralld discree evert simulation (PDES has gained much

attention during the lag deca@ (Fujimoto 1990). A

reflection of this is the numbe of researcher who have

usel eitheg consevative or optimistic synchronization
to successfull simulake their applications. With the

extensve refinemem and optimizatian of thes techniques,
synchronizatia has emaged to be the single largest
overhea in a distributed simulation The overhea of a

synchronizatiao protocd lies in its messag orderirg and

delivery servie (Fujimotd and Weathery 1996) Message
orderirg characteristis specify the orde ard time at which

message may be delivered For example in the High

Level Architectue (HLA) Time Managemeh services,
Fujimoto (Fujimota and Weathery 1996 hasidentified five

types of messag orderirg services Figure lillustrates the

five differert types of messag orderings The® message
orderirg schems provide, in turn, increasd functionality

but at increasd cost. The mog straightforwad (least
functionality), lowed latercy orderirg mechanim is the

Receie Orde scheme. Dependig on wha type of

synchronizatia is required the develope can sele¢ a

messag orderirg cakegory tha beg suits the purpose The

approachs for alleviating the synchronizatio overhead
have fallen chiefly along two lines those tha work to

reducirg the numbe of times synchronizatia is required
ard those that work to eliminae the neal to synchronize
or maintan causaliy.

Nicol and Heidelbeger (1995 have shown tha con-
tinuous time Markov chairs (CTMCs) can be simulated
in paralld more efficiently than mod othe discree event
systems. Ther method exploit the randomizatia ap-
proat for CTMCs, which allows the precomputatio of
evert times Using this approach synchronizatia points
are predictal a priori and this knowledge is usel to in-
creag the possibé parallelism Their approab is viable



Unsyrchronized Parallel Discrete Event Simulation

for both optimistic and consevative schemes Buchholz
(1997 wen one step further than Nicol and Heidelbeger.

In addition to the precomputatin of the communication
times he overlappe numericd analyss with simulatian to

improve the paralld consevatve simulation of CTMCs.
Buchhok called this new techniqe for the analyss of

CTMCs, “hybrid simulation”.

Martini, RUmeskasteand Tolle (1997 propo® anovel
synchronizatia protocd called “tolerart synchronization”
in which aconsevative synchronizatia protocd is allowed
to optimistically proces event that are within a tolerance
level. As the protocd optimisticaly processg events,
causaliy violations may occu but thes violations are
ignored and no recovery proces is initiated to rectify the
errors In detailed simulatiors of interconnecté computer
networks Martini et al noted tha althoud the introduction
of optimistic executian without recovery in aconsevatively
synchronizd simulatian introduces errors in the results,
the errois are almog negligible and for certan cases,
the errar can be recalculatd with the help of statistical
methods.

4 UNSYNCHRONIZED SIMUL ATION

Issynchronizatia overrate® Thisis precisey the question
we sek to investigaé and study. Nicol (Nicol and Liu
1997 reminds us of the danges of allowing “risk” when
synchronizig a parallé discret evert simulation While
Nicol (Nicol and Liu 1997 repors how this problen may
occu and the damag it may cause this pape presents
a differert spin to this problem Wha if the modeler
was aware of the occurrene of inconsisteh messagein a
simulation and chos to ignore then? This is particularly
true if the modele was more intereste in quick and less
accurag resuls as oppose to highly accurag results This
is, of course dependenon the application being simulated
ard the type of resuls tha are monitored. Martini,
Riumeskaste and Tolle(1997% experimert with the notion
of relaxing causaliy in their simulatiors of interconnected
compute networks. In their experiments optimistic
executian is performal within intervals of a consevatively
synchronizd simulatian and no recovery scheneisinvoked
when a causaliy violation is encountered. While this
exposes the simulatian to erroneos computationsMartini
et al. argue tha the advantags of “tolerart or relaxed
synchronizatioh heavily outweich the disadrantage of
suc an approach Specificaly, they mentian tha the error
in the simulation resuls is low and very often within the
range of the confidene intervals In addition Martini
et al. repot tha the simulation executim times can
be significanty reducel with the introductian of tolerant
synchronizatia and this reductio in executian time is a
very “practical’ advantag of tolerart synchronization.
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In this pape, we investigaé the notion of relaxing
causaliy in more detal ard study the effects of ignoring
causaliy in simulations For this purpose an unsynchro-
nized simulato (NoT1ME) was developed along with a
library of queuirg models. The following subsections
detal the architectue of the simulate and the queuing
mode library.

4.1 The NoTiME Unsynchronized Simulator

The NoTiME simulation kernd provides the function-
ality to develop applicatiors model@ as discree event
simulations. The standad programminy interfac of
WARPED (Martin et al. 1995 was adopte to pro-
vide an uniform interfae to the application It kees the
underlyirg mechanism of differert simulatos transparent
to the modele. In NOoTIME, objecs are groupel into
entities called logicd proces or LPs (Figure 2). Processor
parallelisn occus at the LP level and eat LP is respon-
sible for communicatio managemenand schedulirg the
simulatian objecs that it contains In addition communi-
cation betwea simulation objecs within the sane LP is
performel by dired insertion of the evert into the input
quele of the receving object Communicatio between
nonloca objecsis achieved throuch the use of the Message
Passig Interfaee (MPI) (Gropp et al. 1994) MPI was
chosa to keep the systen portabk so tha sharel memory
systens as well as a netwok of workstatiors can be used.
Since the parallelisn occus at the LP level, simulation
object tha execue relaively independenof ead other
can be placal on differert LPs to maximiz parallelism
(Figure 2). Conversel, simulation objecs tha frequently
communicag¢ with ead othe shoutl be placal on the
same LP to beneft from fag intra-LP communication.
The NoTIME systen is composd of a sd of C++ classes
ard libraries which the use accesseusing inheritance or
methal invocation

An LP, in the NOTIME system acis as awrappe to
a sd of simulation objects Ead simulatiln objed has
a notion of an “input queué and a se of stake variables
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tha are associatd with ead object The structue and
interfae of the stak class tha uses asimple C++ class to
wrap stak variables is provided To optimize the acivities
associaté with schedulilg the objecs ard handlirg intra-
LP communicationthe differert input queus of the objects
on a LP are combinal togethe into a single structure.
The comma input queue is a simple First in First output
(FIFO) dafa structue usal to hold the unprocess# events
of all simulation objects?.

The simulation cycle on eadh LP proceed in the
traditiond fashion The schedule (presen at the LP level)
checls and scheduls simulatin objecs dependig on the
evenss present Scheduliig is base on the orde in which
evensarrive into the queue In essencghe scheduléisdata
structue is asimple FIFO queug consistebhwith that of the
simulatian object The NoTiME simulation kernd uses a
simple termination detectio algorithm wherely a token is
circulated betwea the LPs to colled information on each
LP's status Leade election is arbitray. The termination
detection assume the underlyig communicatio system
is FIFO (which is guaranted by MPI). In addition a
simple interactve simulation environmernt was built to
help monita the progres of the simulatian on the various
LPs.

4.2 Queueirg Library

A reconfigural# queueiny library with the essentibcom-

ponens needée to modéd queueiy systens was built on

top of the NoTiME simulation kernel. The queueing
library consiss of souce queue serve ard statistics
collecta objects The modd and the various parameters
of the source sever and quele objecs can be sd by

the modele throudh simple configuratia files. Different

scenarig can be modelal by specifyirg the desiral layout

in the configuratia file. A numbe of sudh modek were

usal to experiment ard analyz the resuls and evaluate

the performane of NOTIME. Since aconsistehinterface

was used the sanme modek were simulatel on WARPED, a

Time Warp simulata, ard the resuls obtainel were used

for comparisons The modek usel and the resuls obtained
are illustrated in the foll owing section.

5 ANALYSIS

Unsynchronizd simulation can be applied to obseve
lumped properties of a numbe of discrete-tine Markov
chairs which are eay to conceptualiz and unde-
stard (Kleinrock 1975). A sd of randan variables,
X, forms aMarkov chan if the probability that the next
value (or stat§ is X,,; depend only upon the current

lin a Time Wamp base simulatin kerne| the input quete is
requira to be a sorta list of events.
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value (or stat§ X,, ard not upan any previous values The

tem “memoryles processésare attributed to systens with

this propery ard is requirel of all Markov chains One of

the mog importart and interestirg subsé of these Marko-

vian chairs are the Birth-Deah processes Birth-Death
processe can be imaginal as randan processe where
the birth & deah (or arrival & departurg of the different
elemens$ are randan processes Queueily systens are a

subse of birth-deah processesThe arrival of a customer
to a quele can be representg as a birth in the system.
When a custome leaves a quele (before or after being

serviced can be modela as a “death”. Queueily systems
play a centrd role in a numbe of importart physical
systems Many of the systens tha we often encounte can

be modelel using queueiry theor. Simulatiors have often

been employal when mathematickh analyss of complkex

gueueiry systens becomsintractable Many mathematical
analyss techniqus use the inheret memoryles property
of the queueiy modek to approximae their belaviors,

a classt exampk beirg Little’'s Law. We exploit this

propery of the queueiry systens in our unsynchronized
simulations.

5.1 The Queueing Model

The queueiy modd we conside is avery generaqueueing
G/G/m systen (Kleinrock 1975) Thisis asysten whose
inter-arrival time distribution A(t) is completey arbitrary
and whos servie time distribution B(z) is als arbitrary
(all inter-ariival times are assumd to be independeh of
ead other) The systen has m sewers and orde of service
is alo quite arbitray (in particula, it need nat be first-
come-first-sare). The queueiry library developeal is based
on thee queueily systems A numbe of parametes of the
queueiry systen can be specifi@ in the library. Figure 3
illustrates the importart parametes usal in modelirg the
systems. Let C, represeh the n'* custome in the
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servie time distributions with mean 150 ard varian@ of 15) with an average utilization = 0.9924

S.No | Clients | No. | Avg. Quetle Length | % Error | Avg. Waiting Time | % Error
LPs TW NoTime TW NoTime

1 20000 | 1 | 1180.4 1141.1 3.33| 17664 17137 2.98
2 | 1187.6 1143.0 3.75| 17768 17149 3.48
3 | 11448 11145 2.64| 17185 17762 -3.35

2 40000 | 1 | 23425 2290.2 2.23 | 35092 34379 2.02
2 | 23494 2305.0 1.88 | 35144 34563 1.65
3 | 2278.2 2275.3 0.12 | 34217 34169 0.14

3 80000 | 1 | 4647.3 4573.1 1.59 | 69649 68630 1.46
2 | 4694.9 4606.6 1.88 | 70298 69077 1.73
3 | 4573.7 4510.4 1.38 | 68618 67775 1.22

4 100000| 1 | 5805.2 5711.2 1.61| 87013 85730 1.47
2 | 58514 5767.0 1.44 | 87685 86448 141
3 | b722.2 5640.8 1.42 | 85847 84739 1.29

system The paramete ¢, represert the inter-arrival
time of the customers This parameteis modelal using a
distribution (which can be specifie@l by the souce objec).
The paramete x,, (specifi@ with a randan distribution)
modek the time taken to sewve a custome Some of
the parametes of interes are the average of wait times
(averaee of w,,S), averag quete length average of sewver
idle times (average of i,S) and average sewer utilization.

5.2 Experiments and Results

The queueiny library developal for NoTiME was used
to modé differert queueiry systems A generc example
of a queueiry systen having a soure feedirg a simple
FIFO guele seved by a numbe of sewvers was usdl in
the experiments A sef actvating sour@ tha schedules
itself basel on a randan distribution is useal to generate
the arrival of customes into the system. The queue
manags the en-queueig and dequeuig of the customers
as they arrive ard are servicel by the severs The queue
maintairs atable of busy/idle sewers in the system The
sewrers communicag the processig times to the quete for
the various customers The processig time of different
customes by the differert sewvers is modelal using a
probabilistc distribution. The flow of customes in the
systen iscommunicatd to the statistics clas tha generates
the statistic of the systen at the erd of simulation.
Table 1 and 2 tabulate resuls obtainel from simulating
some of the models The reading of the simulatian were
taken on a Sun Spac Sharel Memoly Multi-Processor
(SMP) machire with 4 processorsrunning SunCs version
5.6. Experimens are conducted on NoTiME as well as
WARPED, the Time Warp basel parallé simulatian kernel.
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The following subsectia preserd a comparat/e analysis
betwee the statistics obtainel from the two simulators.

5.3 Statistics

Table 1tabulates the data obtainal from asaturatd queue-
ing systen run on one two ard three LPs configurations
where sewer utilization is close to 100% and the Queue
lengh does naot stabiliz (average of three separat runs
is shown). It keegs growing as the demarl is more than
wha the sewvers can handle This is an unstabé queueing
systen which does not read a steag stak as the inflow

is more than the outflow. Since the average service time is

lower than the inter-arrival times of clients thisis expected.
This kind of a quete would be helpfu to stud/ queue
overflows. Sud queueiny systens are simulatel with a
fair degree of accuray by NoTime (the errar as compared
to Time Warp as shown in Table 1). The interestirg thing

to note in sudh a system is tha NoTiIME is mud faster
than wARPED due to the overhea paid in terms of state
saving in Time Warp. Also as illustrated in Figure 4,

NoTIME is quite scalabé for sud configurations Finally,

the tables establi the accuray with which NoT1ME can
simulae suc a system For single LP casesit is very

accurae (as it is prety much a sequentibexecution) But

when we simulatel in paralle] we obseved tha NoTIME

is sensitve to load changs on the machine As long as
the load remainel consistentthe simulatian resuls were
consistent When the load change during simulation the
daia gat skewed Figure 4 preseh a comparat/e picture
of the time taken by NoTIME and WARPED to simulate
the modek (the averag of three separag runs is shown).
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Figure 4: Timing information obtainel with High Sewer Utilization Configuration (Sour@ : Poissa distribution with
mean 15, 9 Sewvers eat using a Normd service time distributions with mean 150 and variane of 15)

Table 2 tabulates the resuls obtainel from a configu- 6
ration, where the sewver utilization is not high (The average
of three separa runs is shown). NoTIME is roughly 3 sk corver Uttizaion ]
times fastg for single LP cas but for the 3 LP case, Epfdpﬁ'dgsgwtla.: o
WARPED ard NOTIME are equaly good This is due of
to high communicatio overhead of MPI tha dominate
simulatian time. 3k

The intuition abou the consisteny and accuray of
the resuls obtainel from unsynchronizé simulatian is or
presentd in Figure 5. In accordane with the Stong law
of large numbers the various randan parametes of the
queueiry systen smootha out and converge to the expected /
values as the simulatii progresses The deviations from 0w o wm
the mean value (mainly due to causa violationg cancel
out ead othe, thus stabilizing the obseved data Figure 6 Figure 5. Stabilization of parameters
provides insight into how the standad deviationsin the data
obtainel decrease as the lengh of simulation increases. ‘ ‘ ‘ ‘ ‘
The deviations were obtainal by simulatirg the modé a M bservaton
numbe of times and maximum and minimum values of i omenen
the parametes are plotted The data is representate of a
“stable’ queueiy system By a “stablé€’ queueiry system L
we mean tha the rate of servie is proportiona to the rate
of arrival.

Clearly, unsynchronizé simulaticn cen be usefd in \
situatiorswhere quick ard lessaccurag resuls are preferred sf
to time-consumig and highly accura¢ simulatian results. ‘ o
Considerig tha NoTIME is approximateg} three times af
faste than an optimized Time Warp simulata, it is clear
tha NoTiME will be helpfu in making fag and more
generé simulation studies to find the mod promising
desiq alternaives without simulatirg them in gred detail.

1 1 1
0 500 60 700 800 900 1000
Number of Events

Average Queue Length
4

3 . . . .
100 200 300 400 500 600
Number of Events

Figure 6: Deviations in obseved data
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Table 2: Low Sewer Utilization Configuration (Sour@ : Poissm distribution with mean 15, 7 Sewers ead using a
Normd service time distributions with mean 100 ard varian@ of 15) with an aveage utilization = 0.94

S.No | Clients | No. | Avg. Quetle Length | % Error | Avg. Waiting Time | % Error

LPs | TW NoTime TW NoTime
1 20000 | 1 | 7.28 7.16 1.64| 108.9 107.5 1.28
2 | 7.26 7.22 0.55| 108.7 108.4 0.27
3 | 715 7.33 -2.51| 107.4 109.6 -2.05
2 40000 | 1 | 7.23 7.20 0.41 | 108.4 108.2 0.18
2 | 7.29 7.23 0.82| 109.1 108.4 0.64
3 |7.16 7.17 -0.14 | 107.5 107.7 -0.18
3 80000 | 1 | 7.22 7.21 0.13 | 108.3 108.2 0.09
2 | 724 7.21 0.41] 108.4 108.3 0.09
3 | 718 7.23 -0.69 | 107.7 108.7 -0.93
4 100000| 1 | 7.21 7.21 0.00 | 108.1 108.2 -0.09
2 | 722 7.21 0.13] 108.2 108.3 -0.09
3 |7.18 7.33 -2.08 | 107.7 110.2 -2.33

6 CONCLUSIONS AND FUTURE WORK REFERENCES

In this pape, we have presentd the benefis of relaxing
(or completey doing away with) strict causéa adherence
in the paralld and distributed simulaticn of queueing
systems We have argued tha it is not always necessary
to synchroniz and incur the overhead of synchronization.
While we have just startel to scrath the surfae of this
problem recen researh focus has startel moving in this
direction as is evidert from the literature.

The resuls presentd in this pape clearly show the
advantags of ignoring causaliy in simulatiors to be
(i) The simulation execution times can be considerably
reduced (ii) The memoy consumptia is a fraction of
wha is needd for Time Warmp simulation (as states are
not saved), (iii) The dat obtainal from unsynchronized
simulatian closel follow the dat obtainel from a Time
Warmp synchronizd simulatian (errar rate is less than 2%
on the average for our experiment} ard (iv) Ther is no
chang in the modelirg paradign for sud systems.

Of course the unsynchronizé simulatiors introduces
errors in the simulatian results But our resuls show that
this errar is very smal in many cases sometims even
within the level of confidene for the corred results Studies
to contrd asynchronim and to redu@ sensitvity to load
variatiors are currentyy ongoing Statisticaly techniques
to recover from errois are also being investigated.
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