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ABSTRACT

The increasing use of discrete simulation in modell
large and complex systems brings new challenges. 
such challenge is the need to devise ways of develo
modular approaches to reduce the complexity of mo
building and to make such models easier to maintain. 
paper discusses an approach, known as selective ex
modularity, that builds on the work of Zeigler and oth
by adding the capacity to cope with emergent behaviou
composite models.

1 INTRODUCTION

Though discrete simulation is widely accepted as a us
way of understanding the behaviour of dynamic syste
its usefulness could be improved by better ways to m
large systems. This has been the concern of a numb
authors, most notably Zeigler (1976, 1984 and 1990), 
calls this 'modeling in the large' and of Cota and Sarg
(1992). Both suggest that modularity is the key to cop
with the complexity inherent in large systems. That is, t
suggest an approach based on divide and conquer (Pidd,
1996) in which the large system is fragmented into sma
sub-systems that are easier to understand. These 
system models are then combined in some way or oth
the expectation that the resulting aggregation will be
adequate representation of the system being simulated.

A further complication is that many large systems 
inherently hierarchical. For example, command and con
systems, whether used by the civil authorities such as
police service, or whether used by the military. That is,
command and control system is, in effect, a layer that
above the physical layer made up of the main objects o
system that change state. These state changes
sometimes a result of internal operation at the 'phys
level, or may also be a result of intervention from 
'control' level. Many manufacturing systems can be view
in the same terms: that is, there is a 'physical' system
machines and parts, with an imposed control layer that
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priorities and may intervene in the 'physical' layer. A
traffic control systems would be another example of su
systems.

Various approaches have been proposed to 
modelling and simulation of these hierarchical system
Perhaps the most common, is the naive approach in wh
the control rules are hard-coded into the simulation mod
that make up the 'physical' layer. The disadvantage w
this approach becomes clear when the model needs t
modified in some way or other. The modeller then mu
find the various fragments of the control code that a
scattered around the simulation model. A better approac
a variation on data-driven generic models, in which t
control rules are, as far as possible, separated from 
event code and are represented by data. Thus, 
simulation model reads the control data from a file (sa
and then operates accordingly. This second approach
least separates the 'physical' logic from the control logic.

This paper takes the second approach somew
further by proposing a hierarchical modular approach.
this, different layers may each be represented by simula
models that communicate with one another and which m
intervene in one another. The approach is based on
DEVS approach of Zeigler (op cit), though with significan
modifications that may upset the DEVS purists.

2 BUILDING MODULAR MODELS

2.1 Modularity

Given that this paper proposes a model building sche
based on inter-connected modules, it seems importan
define what is meant by a module and to discuss how th
modules may be connected. Cota and Sargent (19
suggest that modularity is based on the two properties
locality and encapsulation.

• Locality is the notion that all information relevant to 
design decision should be kept in one place, i.e. wit
a particular module.
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• Encapsulation is a protection mechanism which, w
combined with locality, allows information on
module to be modified independently of oth
modules.

Zeigler (1984, 1990) argues that modularity should
regarded as an absolute property, in the sense that a m
is either modular or not. In his terms, a modular mo
must satisfy both of the following conditions.

• The model must not directly access the state of 
other model or component. That is, the description
its internal state and behaviour must contain 
references to the internal states and behaviour of
other model.

• The model must have recognised input and ou
ports through which all interaction with the exterior
mediated.

Module
(black box)
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Figure 1: A Modular Model

Thus, as shown in Figure 1, Zeigler insists that a mod
model must be regarded as a 'black box' which rece
messages (external events) through its input port(s) 
which sends messages (information about changes i
internal state) through its output port(s). The description
the 'black box' must be such that it is contextua
independent. That is, its internal description must make
assumptions whatsoever about the origin of message
its input port(s) nor about the destination of messages 
its output port(s).

Given the properties of a modular model, it should
clear that modularity ought to make a model easier
understand and safer to modify. This is because chang
any design decisions are local (from the locality prope
and are independent of the rest of the model, since the
encapsulated within a single module. A further advant
is that this modularity supports the re-use of mo
components, since modular models are defined with
direct reference to the state of their potential 
components. This improves the likelihood that modu
models may be built, at least in part, from exist
components. It also provides an attractive way 
introducing hierarchical components into simulati
models.

2.2 The coupling of modules

The whole point of modularity schemes in discr
simulation is to provide ways of building large mode
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safely and quickly. Thus there needs to be some way
link the modules together. Zeigler (1984, 1987, 199
suggests that the process of creating a new compo
model from a set of modular components be known 
coupling. Thus, a coupling scheme is a specification of the
way in which the input and output ports of the modules a
coupled. The result is a composite model.

For example, consider Figure 2, which represents
composite model, known as a Buffered Machine. This, 
turn, consists of two components, known as Buffer and
Machine.

In

StopSend

Out

FreeFullBuffer

In

StopSend

Out

FreeFullMachine

External
input

coupling

External
output

coupling

Internal
coupling

In

StopSend

Out

FreeFull

Figure 2: A Coupling Scheme

• Through its first input port In a Buffer receives parts to
be stored. Through its second input port StopSend, it is
instructed either to not send parts (for some reason
other that is unknown) or to resume its sending 
parts. Parts are sent from the Buffer through its fir
output port Out. Its second output port FreeFull sends
a control signal to indicate whether it is full, or not.

• The machine processes one part at a time, having t
states Full and Free. Its output port FreeFull is used to
send external messages about its state. Its input p
In, receives parts, which are then despatched throu
its output port Out. Like the Buffer, the Machine
receives control information through its other inpu
port, StopSend.

Figure 2 shows that this composite model of 
Buffered Machine has three types of coupling th
compose its coupling scheme.

• External input coupling: the coupling of the input port
of the composite model with the input ports of th
components. Thus, the input ports In and StopSend of
the Buffered Machine link with the input ports In of
the Buffer and  StopSend of the Machine component.

• External output coupling: the coupling of the outpo
ports of the components to the output ports of th
composite model. Thus, the output ports Out and
FreeFull of the Buffered Machine are linked to the
output port Out of the Machine and FreeFull of the
Buffer.

• Internal coupling: the coupling of the input ports of th
components with the output ports of the othe
4
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components. Thus, the output port Out of the Buffer is
linked to the input port In of the Machine. The output
port FreeFull of the Machine is linked to the input port
StopSend of the Buffer.

The resulting composite model, the Buffered Machine, 
also in a truly modular form and may thus be used as
model component in a yet larger composite model. It 
however, important to realise that the composite mod
(Buffered Model, in this case) has no behaviour of its ow
That is, a composite model displays no emerge
behaviour. Instead, its behaviour is entirely explicable fro
its components and their coupling scheme.

2.3 Delayed binding

Zeigler (1990) suggests that this modularity should b
implemented by delayed binding, which assumes that the
models making up the composite via a coupling scheme 
unknown to one another. That is, if a modular model plac
a value on one of its output ports, the destination of th
output is unknown without the coupling scheme. N
receiver is defined as a part of the modular model, only
part of the coupling scheme.

Thus, coupling schemes implement a form of delaye
binding , which is distinct from dynamic (run-time)
binding as implemented in object oriented languages su
as C++ and Java. (See Pidd (1995) and Pidd & Cas
(1998) for examples in discrete simulation). In run-tim
binding, an object may send a message to another with
knowing the precise class of the receiver. However, ru
time binding still requires the receiver to belong to a cla
that descends from some earlier (or base) class known
the sender. In delayed binding, which is the essence
Zeigler's approach, there is total contextual independen
between the sender and receiver.

Delayed binding means that hierarchical models m
be tested at every stage of their construction by coupli
them with test models. This permits a form of partia
validation. However, the process of developing the
composite models can be rather daunting and may se
very complex in simulations of any scale, especially 
those that involve much interaction between the modu
models.

2.4 Modularity and object orientation

As mentioned above, conventional object orientatio
provides some support for modularity and this has be
exploited in a number of discrete simulation systems (s
for example, Joines et al (1992) and Fishwick (1992)) fro
SIMULA onwards. Pidd (1995) suggests that three aspe
of conventional object orientation are useful in discre
simulation.
385
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• Class mechanisms: variable types are declared as
objects which may inherit part of their definition from
previously declared object types.

• Encapsulation: by which data and the functions which
change that data are kept together in the same place

• Polymorphism: in which the same instruction may be
implemented quite differently by members of differen
classes. This is usually implemented via run-tim
binding.

Conventional object orientation provides locality if al
variables are implemented as classes with their ow
internal state data and internal methods, thus keeping 
state data private.

In addition to meeting the requirements of Cota an
Sargent (op cit) for encapsulation and locality
conventional object orientation can be used to impleme
input and output ports via message passing. Conventio
object orientation also supports model building through th
aggregation of existing components, making it a sensib
starting point for hierarchical modelling.

However, as discussed in the previous section, there
no support for delayed binding in conventional objec
orientation since the sender must define which object is
receive a message. This definition may be incomple
(some descendent class of a known potential recipient, 
example), but something must be known. That is, the lev
of contextual dependence is higher than would be ideal 
hierarchical modular modelling. In conventional objec
orientation, modular models do need to be acquainted w
one another, preventing the development of ab init
coupling schemes of the type used in DEVS.

3 A MORE WHOLISTIC APPROACH:
SELECTIVE EXTERNAL MODULARITY

DEVS and other modular schemes have all the virtues a
share many of the vices of reductionism. Reductionism 
the belief that a complex system may be decomposed i
its constituent parts without any loss of information
predictive power or meaning. By contrast, wholism
(sometimes, holism) is a view that systems posse
emergent properties that cannot be explained solely 
recourse to the properties of the components that comp
the system. Thus, emergent properties are only meaning
in the context of the whole and not in the parts. Checkla
(1984) suggests that the shape of an apple is one s
emergent property. It cannot be explained at a molecu
level and is not meaningful at that level. This is becau
systems are properly considered as comprising compone
and their organisation and interaction.

The hierarchical modelling approach described earli
is essentially reductionist. This is because, as alrea
mentioned, a composite model (resulting from the couplin
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of component modular models via a coupling scheme) do
not possess behaviour of its own. The resulting new mo
is no more than a set of components plus a map t
specifies how the model components are coupled togeth
and also  which of their input and output ports will serve 
ports of the resulting composite model. Uhrmacher (199
for example, discusses how higher level models in DEV
can be reduced to the behaviour of lower level, atom
models.

3.1 The job-shop example

To illustrate the problem, consider a job-shop made 
of N identical buffered machines. For simplicity, assum
that each buffered machine has a single input port In and a
single output port Out. Different parts arrive at the job-
shop requiring different machines and different processi
sequences. Thus, following an operation at machine X, the
part may be ready to leave the system or may need to
passed to another machine for processing. Figure 3 show
wholly reductionist coupling scheme for N=4 machines.
The need to wire every machine to each other mach
produces the horrendous appearance, which would 
completely out of hand if N were large. The result of this
wiring is that, whenever a part needs to move from t
output port, a reference needs to be sent to all N machines
(allowing for re-work) plus to the composite model. Thi
makes N+1 references, of which only one will be acte
upon. Were several (say, m) machines able to complete the
same operation, then some additional mechanism is nee
so that of the m<N machines able to perform an operation
only one actually does so.

A refinement is shown in Figure 4 in which an
additional atomic model, a controller, is responsible for
routing a reference to the appropriate machine. Though t
is an improvement, there remains the problem 
dimensioning the controller's output ports. The controll
needs to know how many machines there are - that is
needs to be acquainted with some properties of t
composite model, which cuts across delayed binding.
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Buffered
machine 1

In Out

Buffered
machine 3In Out

Buffered
machine 2

In Out

Buffered
machine 4In Out

Job shop

In Out

Figure 3: Job-shop Under DEVS

Buffered
machine 1

In Out

Buffered
machine 3In Out

Buffered
machine 2

In Out

Buffered
machine 4In Out

Job shop

In Out
Controller

In Out

Out3 Out1 Out4 Out2

Figure 4: Job-shop with Controller

3.2 Incorporating wholism

To achieve and take advantage of the modelling 
emergent properties, some relaxation of the us
constraints associated with modularity is required. T
great difference is that an aggregate/composite model m
be acquainted with its model components to achie
wholism. The alternative of no acquaintance has 
significant advantages over the modular approach use
DEVS-Scheme based implementations.

Under a purely reductionist approach, any effects o
composite system at level X of the hierarchy resulting fro
the interaction of N components at level X-1 must b
described by building and connecting at least o
additional component N+1 at the component’s level. On
the other hand, under a wholistic approach, the effe
described by model N+1 at the level X-1 are promoted on
level in the hierarchy, and become characteristics of 
newly built model. If we do not allow for acquaintance
there is no advantage in this change of level because
emergent effects cannot be described in terms of 
interaction between its components.
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Buffered
machine 1

In Out

Buffered
machine 3In Out

Buffered
machine 2

In Out

Buffered
machine 4In Out

Job shop

In Out
GetNextBufferedMachine()

Figure 5: Job-shop, RuiSEM Model

Although this approach reduces the level 
modularity, it presents significant advantages in terms
flexibility and ease of expression. To illustrate th
consider the wholistic representation of the job-shop
Figure 5. A pure DEVS coupling scheme would repres
the job-shop as a composite with no methods of its o
Figure 5 shows that the job-shop level has a new meth
GetNextBufferedMachine(), that replaces the controller o
Figure 4. This method determines which machine perfo
the next operation in the sequence of any part. Thus, w
a machine has completed work on a part and place
reference on its output port Out, the method
GetNextBufferedMachine() is called, with reference as a
argument. The reference is then sent to the input port In of
the appropriate machine or to the output port Out of the
job-shop.

In effect, such a wholistic approach is implement
via a form of run-time coupling. The actual connecti
between the buffered machines being determined at 
time and not before. This sacrifices the pure modularity
a DEVS-type approach in model building, but the result
job-shop composite model is itself modular, having loca
and being encapsulated. The resulting wiring of the inter
buffered machine models with a large number of buffe
machines is much simpler than would be needed if inte
modularity were enforced. External modularity, thoug
remains in place. This should ensure that the simula
also runs faster, since there is no need to search throug
possible buffer machines (plus the composite) wheneve
operation is completed on a machine.

4 RUISEM

RuiSEM is an object oriented executive, written in C+
that implements the idea of selective external modularity
discussed in section 3. It assumes that composite mo
are built by coupling model components (as in DEVS), b
it also assumes that the composite model has behavio
its own and is acquainted with its own components. T
components are, however, unacquainted with 
38
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composite model. Full details of RuiSEM will be given in 
subsequent paper, but its use is as follows.

1. Specify the basic models from which larger ones are
be built.

2. Specify the coupling scheme - how the internal mode
are to be coupled together as components and with 
result composite model.

3. Specify additional behaviour that results from thi
aggregation.

RuiSEM provides an abstract base class, Model, from
which all components may be constructed with th
expectation that an actual model will have a t least t
following.

• A set of state variables, including Phase to indicate the
current state of the model and Sigma to show how long
it will remain in this state if no external transition is
triggered.

• A set of input methods to describe how the mod
changes its state when it receives certain input valu
Each input method typically places the model in a ne
Phase and Sigma, thus (re) scheduling its next interna
transition. These input methods implement the conce
of input ports of modular models.

• A set of output methods that return relevan
information about the model’s internal state. Thes
methods implement the concept of output ports 
modular models.

• A set of internal methods specifying the next state 
the basic model. The scheduled output methods, 
conjunction with the scheduled internal method
characterise the next internal transition.

4.1 The consequences of selective external modularity

Since a composite level now has behaviour of its own, t
additional behaviour must be modelled in some way 
other. Within RuiSEM, this is managed in either or both 
the following ways.

1. By coupling the output methods of the componen
with methods that belong to the owner, or composit
model.

2. By trapping the output from the components.

The coupling of the output methods of the componen
to the composite is achieved by the introduction 
methods that belong to the composite level, such as 
GetNextBufferedMachine() member function shown in
figure 5. This receives the output from the lower lev
buffered machines output ports and decides which mach
(if any) will carry out the next operation. It does not sen
7
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the part directly to this next buffered machine, but asks
simulation executive to notify the input port of the buffer
machine.

The introduction of behaviour at composite level a
means that the external output coupling scheme is
longer a simple mapping between the output ports of
components and the output ports of the composite mo
Trapping is used to allow a certain level of interferen
from a higher level (composite model) to a lower le
model (component model). The idea behind trapping i
transfer control to a higher level model when somethin
about to happen (but before it happens) in a lower le
model. When this happens, the trapping method of 
composite model performs its own state changes 
decides if the event of the trapped component is allowe
occur, or if it is to be postponed, cancelled or modified.

The trapping method is responsible for doing sev
tasks that in the previous cases were carried out by
executive:

• Generates the output of the imminent model 
triggering the appropriate output method.

• Determines the destination model of the out
produced.

• Asks the executive to trigger the appropriate in
model of the destination model, with the output 
argument.

• Changes the state of the trapped model by asking
executive to trigger any desired input method with 
appropriate information as argument and/or to trig
an internal transition method.

5 DISCUSSION

RuiSEM supports hierarchical modular model building a
allows for a certain level of delayed binding (althou
lower than the one achieved in DEVS-Scheme ba
implementations (Zeigler 1987,1990)). A model can o
be acquainted with its components, so that when
component produces a value as an output the a
destination only is specified when it becomes a compo
in a larger composite model. It allows for object-orien
features such as inheritance, polymorphism  
encapsulation to be properly exploited. This w
accomplished because the ports of modular models
implemented as methods.

In addition, RuiSEM allows a certain level of contr
from a composite model over its components. This
achieved by encapsulating the input methods 
components in input methods of the composite model; 
by trapping output and internal transition methods of 
components, so that control is passed to the comp
model. This level of control is achieved by usurping ta
388
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and responsibilities normally assigned to the executive, an
by relaxing some of the constraints associated with
modular systems.

The approach supports a wholistic modelling view
where emergent properties are represented at their natur
level in the hierarchy - naturalness of description.
However, some of the coupling is more complex,
demanding some coding. Nevertheless, situations wher
the code is more complex would also demand the coding o
emergent effects as at least an additional componen
model. As a benefit, coupling is more effective given that
we can use run-time coupling to determine the actua
destination of a value at run-time, instead of sending it to
all possible destinations. As a cost, the potential for
parallelism is reduced.
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