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ABSTRACT

This paper describes the results of a simulation analysis of
hardware designs for a proposed data delivery system. The
system is to seIVe clients ofa large accoWlting fmn. Once the
required hardware components were identified, and their
system parameters and response times estimated, the design
of such a system required selection of components in a way
to optimize specific perfonnance characteristics. Simulation
was used to Wlderstand the petfonnance of the syst~ and
to help with decisions on the components to be used.

1 INTRODUCTION

This story begins with one of us being involved with
designing a system to give customers an interactive ability to
retrieve information from a large accoWlting fmn. In the next
section we describe the design of this "InfoDelivery System,"
a data storage and acquisition system, intended to give users
ctDTent information on time and expense records. The system
design enables the user to access the infonnation through on
line reports that are dynamically linked. The user starts with
a report and "drills down" to the linked reports the user
wishes to access. It is expected that this system will
eventually replace numerous reporting systems currently in
use.

Since speed and system reliability are vitally important to
users of this system, basing the system on single components
may not be acceptable. However, some duplicate
components are expensive. This study will not describe the
InfoDelivery System in detail, but will provide an analysis of
the critical component mix required to access the system. In
this context, the relevant variables are speed of access and

cost.
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2 SYSTEM DESIGN OVERVIEW

The InfoDelivery System contains three subsystems that link
together to create the application as a whole: the client
computer (PC), the network, and the mainframe database.

The speed of data retrieval is vitally important to the
application. During the analysis of this system, customer
"throughput time" was closely monitored. Early in the study,
we learned that acceptable time was an average 20
seconds or less per customer. Thus, components had to be
selected in a way that allows average throughput time of 20
seconds or less, while containing cost. The discussion in this
paper mainly focuses on throughput time~ the information
provided to management enabled them to decide which
design they could accept based upon cost and performance.

The critical hardware requirements and connections are
described in Figure 1 (see next page). There are three
components of interest associated with six variables (the
variable names are capitalized in parentheses):

1. The PC client, which consists of
A. A security module(s) (SECURITY)
B. A data access layer(s) (DAL)
C. A swap pool(s) (SWAP)
D. An error handler(s) (ERRH)

2. The network (an ODBC communication layer(s))
3. The DB2 mainframe database(s).

We treated each of the six variables (SECURITY, DAL,
SWAP, ERRH, ODBC and DB2) as discrete components
that could be connected in parallel. Thus, if a queue fonned
for DB2, a second DB2 component could be added to reduce
that queue. In effect, adding components was modeled as
adding parallel identical servers. A technical session with
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Peak period - 5,000 users within a 16 hour (2
business day) period
Normal period - 2,500 users within a 48 hour (6
business day) period
Off period - 500 users within a 16 hour period (2
business day) period.

Three periods ofsystem load over a cycle (10 business days):

•
•

•

In an initial analysis, what is obvious was confmned~ the
peak period use dominates the decision about component
mix. This paper therefore focuses on peak period use,
although the entire study has information on all periods.
The exponential distribution was used to model interanival

times for requests for senrice, as detennined by the peak
period requirements. Service times were modeled by the
Wliform distribution, with estimated mean and half-widths (in
seconds) as follows:-All service times

are In seconds.

DB2 Server

Time 4 ±. 2.5

Networ1<
Connection L..- ~.,..-----J

3 THE SIMULAnON MODEL AND EXPERIMENT

Experiments using these parameters with certain different
distributions did not show the decision options were very
sensitive to those changes (although the throughput time
averages increased with distributions containing more
variation). Thus, the report contains petfonnance based upon
the tmifonn distribution, without compromising the decision
making process.

Figure 1: Hardware Requirements and Connections

management, not involving costs, led to the detennination of
the feasible values of the variables, as follows:

The value of SECURITY was detennined to be feasible
between 1 and 3~

the value ofDAL was detennined to be feasible between 1
and 2;
the value ofSWAP was detennined to be feasible between 1
and 2;
the value ofERRH was detennined to be feasible between 1
and 2;
the value ofODBC was detennined to be feasible between 2
and 3;
the value ofDB2 was detennined to be feasible between 1
and 3.

SECURITY

DAL
SWAP
ERRH
ODBC
DB2

fITst time
second time

1, .25
.5, .25

1.5, .75
1, .75
.5, .25
3, 1.5
4, 2.5.

The cost per component varied greatly. The estimates are as
follows:

Clearly, the large variability of per unit cost affected the
decision process.

Other parameters that are important for this paper were
either estimated, or known to be, as follows:

Variable
SECURITY
ODBC
DB2
DAL
SWAP
ERRH

Maximwn number of users:

Cost per Unit
$500.00
$3,000.00
$50,000.00
$100.00
$75.00
$10.00

5,000.

The systems described above can be easily modeled in any
modern simulation language. We chose GPSSIH
(Wolverine (1989)). We studied a base model for sensitivity
to various model changes, and to detennine the approximate
number of replications necessary to have a reasonable error
term in confidence intervals for throughput time (Schriber
(1990)). Experts observed the simulated model perfonnance,
and suggested changes so the simulated system behaved like
what they believed was an actual working system. With
four of the six variables having two levels of treatment
(SWAP, DAL, ERRH and ODBC), and the other two
variables having three levels of treatment (SECURITY and
DB2), a complete analysis consisted of evaluating the
perfonnan~ of 144 models (Box (1978), Madu (1993)). We
used 25 replications for each model, looking at the peak
perfonnance period only. Five recommended designs, with
mean throughput time and cost, are listed in Table 1. Note
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that there are statistical "ties" between some configurations
(no statistical significance was detected). Using ANOVA, a
significant difference was detected among the five
configurations in Table 1. The last configuration is
significantly slower (and cheaper) than the other
configurations listed in Table 1~ the frrst configuration is
significantly faster (and more expensive).

4 CONCLUSION: DISCUSSION OF THE RESULTS

There were many model designs that met the less than 20
second average throughput requirement in a statistically
significant sense. Some of those designs came close to the
theoretical minimwn ofjust more than 13.5 seconds. Table
1 lists five designs which distinguish themselves from other
designs because of sample throughput ranking and cost.

The results show that for "optimum" performance, at least
three thousand dollars must be added to the least cost design
that meets the required performance criterion. The design
with the "best" simulated average time, listed at the top of
Table 1, is extremely costly because of the third DB2
component. Even though there is a significant difference
among the performances of that design and other less costly
designs (such as the middle three in Table 1), we do not
recommend it because of the cost. There is also a significant
difference among the throughput times for the last design
listed on Table 1 and the four above it. We nevertheless
suggest any of the last four, with a stipulation that other
information on reliability and other practical measures be
taken into consideration before selecting a particular model.
For example, if there is suspicion that the error handlers will
not be very reliable, given their cheap cost, we recommend
purchasing more of them than may be needed.
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Table 1: Selected Designs: Performance and Cost

Design* Estimated Cost Mean Throughput: Comments
Peak Period

(3,3,3,2,2,1) $160,860 13.58 sees Best simulated average time

(3,3,2,2,2,1) $110,860 13.84 sees

(2,3,2,2,2,1) $110,360 13.86 secs

(1,3,2,2,2,1) _ $109,860 13.89 secs

(1,2,2,1,1,1) $106,685 15.77 sees Least cost design with speed < 20
sees

*The six-tuple (A,B,C»,E,F) indicates the number of components for A=SECURITY, B=ODBC, C=DB2, D=DAL,
E=SWAP, F=ERRH.
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