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ABSTRACT

Inducing correlation between estimators is a common way to try to reduce variance in simulation experiments. To induce the correlation between estimators, random variates are generated as functions of the same random-number streams. Although the optimal correlation induction occurs with the inverse transformation, the inverse can be quite slow compared to other methods for generating random variates. We discuss an approach for generating random variates quickly while still obtaining substantial correlation induction.

1. INTRODUCTION

We consider two topics that each have received considerable attention in the simulation literature, but which seldom have been considered together: inducing dependence and efficient random-variate generation. Specifically, we consider how to induce dependence among inputs to a simulation experiment via modifications of existing fast algorithms.

We develop here algorithms in which substantial correlation can be induced, yet which have execution speeds almost as fast as the original algorithms from which they arise. The modifications required are oriented toward the monotonicity and synchronization properties usually associated with obtaining correlated random variates. The resulting algorithms are useful in distribution sampling experiments in which random variate generation time comprises the bulk of the computing effort. Correlation induction in discrete-event simulation, for which random-generation time is usually negligible, is usually better pursued with the inverse transformation, as discussed below and, e.g., in Bratley, Fox and Schrage (1983).

The organization of this paper is as follows. In Section 2, we briefly discuss the background of correlation induction, emphasizing the usual approach via the inverse transformation. In Section 3, we discuss an approach for maintaining synchronization and partial monotonicity in order to obtain correlation induction via fast algorithms. Section 4 contains three examples showing how existing algorithms can be modified.

2. BACKGROUND

The ideas in this paper combine ideas of correlation induction and efficient random-variate generation. We discuss each in turn.

2.1 Correlation Induction

By correlation induction we mean creating dependence between intermediate estimators in such a way that a combined grand estimator has smaller variance than if the same combination of independent intermediate estimators were used to obtain the grand estimator. The use of such correlation typically arises in the variance-reduction contexts of common random numbers, antithetic variates, and external control variates, as discussed in most simulation textbooks. Wilson (1984) and Nelson (1988) are surveys of variance reduction with up-to-date citations.

Let $Z_i^{(M)}$ denote the $i^{th}$ intermediate estimator, $i = 1, 2, \ldots, i^*$, for $M = D, I$, where $D$ denotes dependence and $I$ denotes independence. Let $F_i$ denote the common marginal distribution of $Z_i^{(D)}$ and $Z_i^{(I)}$. Assume the $Z_i^{(I)}$'s are mutually independent; i.e., their joint distribution function is $F^{(I)} = \prod_{i=1}^{i^*} F_i$. For both $M = D$ and $M = I$, let $Z^{(M)} = c(Z_1^{(M)}, \ldots, Z_{i^*}^{(M)})$ denote a combined grand estimator, where the function $c$ is the same for both the dependent and independent cases. Then the difference in distribution between $Z^{(D)}$ and $Z^{(I)}$ arises entirely from the difference in the dependency structure of $F^{(D)}$ and $F^{(I)}$. Changing this dependency structure from
Correlation Induction without the Inverse Transformation

Independence to various forms of dependency underlies correlation induction.

Consider the three most common examples:

1. A typical application of common random numbers is in the comparison of two systems, where \( Z_{\text{diff}}^{(M)} \) is the intermediate estimator from the \( i^{th} \) simulation run of the first system and \( Z_{\text{diff}}^{(M)} \) is the intermediate estimator from the \( i^{th} \) simulation run of the second system. Then

\[
c = \frac{(i^*/2)^{-1}}{i^*/2} \sum_{i=1}^{i^*/2} [Z_{\text{diff}}^{(M)} - Z_{\text{diff}}^{(M)}] = \text{an estimator of the mean difference between the systems.}
\]

If \( \text{Corr} \{Z_{\text{diff}}^{(P)}, Z_{\text{diff}}^{(P)}\} > 0 \) and \( \text{Corr} \{Z_{\text{diff}}^{(D)}, Z_{\text{diff}}^{(D)}\} = 0 \)

for \( j \neq 2i \), then \( \text{Var} \{Z^{(D)}\} < \text{Var} \{Z^{(P)}\} \).

2. A typical application of antithetic variates is in the evaluation of a single system, where \( F_i^{(M)} \) are all identical, each resulting from one simulation run of the system. Then

\[
c = \frac{i^*/2}{(i^*/2)} \sum_{i=1}^{i^*/2} \{Z_{\text{diff}}^{(M)} + Z_{\text{diff}}^{(M)}\} = \text{an estimator of the system parameter of interest.}
\]

If \( \text{Corr} \{Z_{\text{diff}}^{(P)}, Z_{\text{diff}}^{(P)}\} < 0 \), and \( \text{Corr} \{Z_{\text{diff}}^{(P)}, Z_{\text{diff}}^{(D)}\} = 0 \)

for \( j \neq 2i \), then \( \text{Var} \{Z^{(D)}\} < \text{Var} \{Z^{(P)}\} \).

3. A typical application of external control variates is in the evaluation of a single system aided by the simulation of an auxiliary system, with \( Z_{\text{diff}}^{(M)} \) being the \( i^{th} \)

simulation run of the system of interest and \( Z_{\text{diff}}^{(M)} \) being the \( i^{th} \)

simulation run of the auxiliary system. Then

\[
c = \frac{(i^*/2)^{-1}}{i^*/2} \sum_{i=1}^{i^*/2} \{Z_{\text{diff}}^{(M)} - \mu \} = \frac{(i^*/2)}{i^*/2} \sum_{i=1}^{i^*/2} \{Z_{\text{diff}}^{(M)} - \mu \} = \text{an estimator of the system parameter of interest.}
\]

If \( \text{Corr} \{Z_{\text{diff}}^{(P)}, Z_{\text{diff}}^{(P)}\} > 0 \), and \( \text{Corr} \{Z_{\text{diff}}^{(P)}, Z_{\text{diff}}^{(D)}\} = 0 \)

for \( j \neq 2i \), and \( b > 0 \), then \( \text{Var} \{Z^{(D)}\} < \text{Var} \{Z^{(P)}\} \).

Given that dependence among the intermediate estimators is sometimes useful, the question is how to best induce this dependence. In simulation, the answer is that the \( U(0,1) \) random-number streams are manipulated to create (one hopes) correlated input random variates (e.g., interarrival times and service times), which in turn create (one hopes) correlated outputs (e.g., customer wait times), which in turn create correlated intermediate estimators (e.g., average wait time for entire runs). If the correlations are of the appropriate sign and (in some cases) of sufficient magnitude, the variance of the grand estimator is reduced.

The maximal correlation induction that can be induced between two intermediate estimators with marginal distribution functions \( F_i \) and \( F_j \) is obtained by the inverse transformation \( Z_i = F_i^{-1}(U) \) and \( Z_j = F_j^{-1}(U) \), where \( U \sim U(0,1) \). Similarly, the minimal (that is, most negative) correlation is obtained by the inverse transformation \( Z_i = F_i^{-1}(U) \) and \( Z_j = F_j^{-1}(1-U) \), where \( U \sim U(0,1) \).

This optimal property of the inverse transformation has led to its central role in correlation induction. In trying to approach this optimality with other methods, we need to consider the two properties that the inverse transformation obtains automatically: synchronizability and monotonicity. For the inverse transformation, synchronizability is the property that the same random number \( U_i \) is used to obtain the same \( Z_i \). Monotonicity is the property that \( Z_i \) is a monotonic function of \( U_i \).

Typically the inverse transformation of the Intermediate estimator, \( F_i \), is not known explicitly. Attention therefore focuses on being able to generate pairs of correlated input random variates, in the hope that the model will transform these correlated values in such a way (almost monotonically, in some sense) that they lead to correlated intermediate estimators. To generate correlated input random variates, the same random numbers should be used to generate the correlated random variates and the use of the random numbers should be oriented toward obtaining as close to a monotonic transformation as possible between one of the random numbers and the random variate generated. Correlation, and in turn variance reduction, degrades as either synchronizability or monotonicity degrades.

The success of the ideas in Section 3 rests on the ability of the developers of random-variate generators to obtain near synchronizability and near monotonicity.

2.2 Random-Variate Generation

In addition to using the inverse transformation \( X \sim F_i^{-1}(U) \) to generate random realizations of \( X \), algorithms based on composition, acceptance/rejection, and/or special properties can be used. Schmeiser (1980) discusses random-variate generation with emphasis on these four underlying concepts. Devroye (1986) is an excellent up-to-date encyclopedia text on random-variate generation.

As we have seen, the advantage of using the inverse transformation is the automatic synchronizability and monotonicity obtained in the generation of random-variate inputs. The disadvantage is that the inverse transformation can be quite slow and can incur numerical problems, especially when the inversion is not closed form. Although Chen and Asau (1974), Fishman and Moore (1984), and
Ahrens and Kohrt (1981) have discussed methods for speeding the inversion, for most distributions noninversion algorithms are substantially faster, especially when set-up time is considered.

A typical state-of-the-art algorithm uses composition at some level to allow the algorithm to return a random variate very quickly a large fraction of the time. The tails of the distribution are often treated separately. More than one random number, and often a random number of random numbers (a phrase we enjoy), is used to return one random variate. The result is often an algorithm that destroys both synchronization of random numbers and monotonicity.

The reason then becomes clear why simulation software often provides both the inverse transformation and a fast routine: The inverse transformation is used when correlation induction is needed (and sometimes for generation of order statistics and generation from truncated distributions) and fast methods are used in other cases.

3. CONCEPTS

In this section we discuss concepts underlying algorithm development when the goal is to create fast algorithms that obtain good correlation induction. The resulting algorithms are based on state-of-the-art algorithms, but are a bit slower and usually obtain less correlation induction than the inverse transformation.

Consider an arbitrary distribution and a fast algorithm for generating random variates from it. If the fast algorithm is the inverse transformation, there is no problem, so assume the algorithm uses one or more of composition, acceptance/rejection, or special properties. (Acceptance/complement we treat as a special case of composition.) The problem is to modify the algorithm's use of $U(0,1)$ random numbers to obtain positive or negative correlation as desired. The concepts to be developed here are how to maintain some degree of synchronization and some degree of monotonicity.

3.1 Synchronization

If the algorithm uses a constant number of random numbers per variate, as can occur with composition and special properties, synchronization is no problem. Assume the algorithm uses a random number of random numbers due to acceptance/rejection logic. We obtain synchronization via the use of two random-number streams. The first stream is used for the first iteration of acceptance/rejection. If the value is rejected on the first iteration, future iterations use the second random-number stream. We hope to obtain highly correlated random variates when returned on the first iteration and at worst zero-correlated random variates when returned on later iterations.

The two random-number streams require passing two seeds to the algorithm, say seed1 and seed2. Let $n$ denote the maximal number of random numbers needed per iteration. The logic is then

```
subroutine randx (seed1, seed2, parameters, x)
    dimension u(n)
    
    do 10 l=1,n
    10 call random (seed1,u(l))
    go to 40
    20 do 30 l=1,n
    30 call random (seed2,u(l))
    40 perform accept/reject logic to get a candidate x
    if accept, return x
    go to 20
    end
```

In many algorithms the number of random numbers needed per iteration can be made constant.

Since in state-of-the-art algorithms the probability of acceptance is high, the lack of synchronization of stream two is not crucial. If the correlation between variates arising from the second stream were zero, then the correlation obtained from the algorithm would be the product of the correlation between variates obtained on the first iteration and the probability that both variates are obtained on the first iteration. For an acceptance/rejection algorithm, the correlation from the first iteration is that of the inverse transformation of the majorizing distribution.

However, as we see in Section 4.3, the correlation between variates arising from the second stream (that is, after the first iteration) is not zero, since the second stream feeds the same numbers to the generator, although on different calls. Such correlation in the example is of the correct sign. Therefore we create the antithetic effect in the second stream as well as the first.

3.2 Monotonicity

Given the above or some other method of synchronizing many of the random numbers, we still must provide some form of monotonicity. The approach taken here is to select...
one random number and modify the algorithm to make it as much a monotonic function of the generated random variate as possible. The other random numbers are coded not to mimic the random variate but to aid the relationship between the selected random number and the random variate.

First consider composition. Here the distribution to be generated (which is either the distribution of interest or one arising as a majorizing function) is written as a mixture of subdistributions. Often two of the subdensities correspond to the tails of the distribution. One random number, say \( w \), is used to select a particular subdistribution. A big step toward monotonicity is to map low values of \( w \) to the left, high values of \( w \) to the right tail, and intermediate values to the body of the distribution. If the subdistributions correspond to disjoint intervals on the \( x \) axis, then the values of \( w \) are assigned to the subdistributions in increasing order. The code is then

```fortran
subroutine randx(seed1, seed2, parameters, x)
  c p: composition probabilities, ordered on x
  c m: number of subdistributions
  dimension p(m)
  call random (seed1, w)
  j = 0
  100 j = j+1
  if (w lt p(j)) go to 200
  w = w - p(j)
  go to 100
  200 generate x from subdistribution j
  return

If the intervals are not disjoint, sometimes it is possible to combine subdistributions to make them disjoint (e.g., Kashitvichianukul, Cheng, and Schmeiser (1985). When the composition yields no disjoint intervals, the algorithm is not a good candidate, as for example the noncentral chi-square distribution written as an infinite mixture of chi-square distributions.

Now consider special properties. Here \( x \) is generated as a deterministic function of a fixed number of other random variates, \( x_1, \ldots, x_p \), each of which is generated from the \( U(0,1) \) random numbers. Consider \( p = 1 \), as in generating a lognormal random variate from a normal random variate or a Weibull random variate from an exponential random variate. Monotonicity is most easily retained in the first case by flipping the normal on its mean and in the second case by flipping the random number in the inverse transformation of the exponential. For any value of \( p \), if \( X \) is a symmetric random variable, antithetic values can be obtained by flipping it around its mean. The best procedure is not so obvious in other cases. Our experience is that good correlations are obtained by choosing one of the random variates, say \( X_1 \), to make as correlated with \( X \) as possible. This correlation is a surrogate for the usual monotonicity condition. The choice of a single variable for obtaining correlation is related to ideas in Cheng (1982).

4. EXAMPLES

We discuss three examples in this section. The first illustrates how blindly flipping random numbers can lead to a good algorithm for correlation induction. The second illustrates the well-known phenomenon of obtaining zero (or negligible) correlation when blindly flipping random numbers in an attempt to obtain antithetic random variates. The third is an illustration of a useful algorithm obtained by modifying an existing fast algorithm using the concepts developed in Section 3.

4.1 Example 1: Triangular Random Variates

We first consider an example for which almost any attempt at correlation will be successful. Within a composition algorithm, we often need to obtain a symmetric triangular random variable \( x \) with mean zero and width \( 2d \). Typically the variate is generated by the special property that the difference of two \( U(0,d) \) random variates; i.e., \( x = d \times (u-v) \). Here \( p = 2 \), but \( X \) is symmetric, so obtaining the antithetic value by flipping \( x \) is straightforward, as illustrated in the first code below. The second code is for flipping both \( u \) and \( v \), which is algebraically equivalent since \( x = d \times ((1-u) - (1-v)) = d \times (v-u) = -x \). (The slightly slower version \( x = d \times (u+v-1) \) seems in some sense more monotonic since \( x \) is monotonically increasing with respect to both \( u \) and \( v \), but the correlation induced is the same as with \( u-v \), since the direction of the monotonicity is irrelevant.) The third code shown is for the sometimes suggested correlation induction approach of switching random-number streams, which in this case again is algebraically equivalent to the first two codes.

(Flip \( x \))
```fortran
subroutine randx(seed1, seed2, parameters, x, lanti)
... u = random(seed1)
  v = random(seed1)
  X = u - v
  if (lanti .gt. 0) x = -x
... end
4.2 Example 2: Normal-Variate Generation

The classic example of special properties is the Box-Muller method for generating normal random variates. As in the first example, synchronization is no problem since exactly two random numbers are required to obtain two normal random variate. Unlike the first example, blind application of random-number switching or random-number stream does not necessarily result in the desired correlation induction. Consider the following code.

```
subroutine normb (dseed, x, IANTI)
  c bruce schmeiser voratas kachitvichyanukul
  c september 1986 purdue university
  c gsubfs is the imsl u(0,1) generator
double precision dseed
data /i/0/
  if (i .gt. 0) go to 100
  i = 1
  u = gsubfs (dseed)
  v = gsubfs (dseed)
  s = sqrt (-2.*nlog(u))
  IF (LANTI LE. 0) GO TO 10
  V = V + .5
  IF (V .GT. 1.0) V = V - 1.
  10 a = 2 * 3.14159 * v
  x = s * sin (a)
  x2 = s * cos (a)
  return
  100 x = x2
  l = 0
  return
end
```

When called twice with the same seed, but once with IANTI=1 and once with IANTI=0, this subroutine returns standard normal random variates with correlation \(-1\). Note that the two-to-one mapping of random numbers to random variates makes the idea of maintaining a monotonic mapping less straightforward. Correlation is obtained by not changing the first random-number stream and using rotation sampling on the second stream (i.e., \(v = v + 1 \text{ (mod 1)}\)). Simply flipping all random-number streams, \(u = 1 - u\) and \(v = 1 - v\), for the antithetic run results in zero correlation. Flipping only the first stream also yields zero correlation. Flipping only the second stream yields a perfect positive correlation; that is, the antithetic run is algebraically the same as the first run, the worst possible case. Switching random-number streams produces zero correlation.

While a nice example for illustrative purposes, the Box-Muller algorithm and more generally the normal distribution is not a useful example, since we can easily obtain negative correlation by simply setting \(z = -x\) in the antithetic run.

4.3 Example 3: Beta-Variate Generation

In this subsection we provide a more useful example by modifying the beta-variate generator B2PE (Schmeiser and Babu (1980)) to obtain correlated observations. B2PE, which is valid for beta parameters \(p > 1\) and \(q > 1\), is not as fast as the more complicated algorithm B4PE also described in Schmeiser and Babu (1980), but is representative of the types of problems we face in modifying existing algorithms to induce correlation. If we had used a more complicated algorithm, we think the induced correlations would be greater and we know the modification would be more difficult. Note: In step two of B4PE in Schmeiser and Babu (1980), the definition of \(\lambda_2\) should involve upper case \(P\) and \(Q\) rather than lower case.

Another reason a beta random-variate generation algorithm is a nice example is that linearly transformed normal and gamma (including Erlang, chi square, and exponential) random variables are limiting cases. Therefore, this example demonstrates the concepts of this paper over a wider range of distributions than one might first think.

Before discussing in detail the modified algorithm, denoted B2PEA, we summarize briefly our empirical experience. In the symmetric cases \(p = q\), the induced correlation is \(-1\), the same as the inverse transformation. In the limiting case as the beta goes to the exponential, the algorithm again creates obtains the minimum correlation, which is a little less than \(-0.5\) for exponential random
variables. In other cases the induced correlation is not as good as that obtained by the inverse transformation, although over wide ranges of the parameters more than 80% of the optimal correlation obtained. We have not tested the positive correlation obtained between two different beta distributions.

One seeming disadvantage of using noninversion algorithms to generate beta variates is that cross correlations are created. In particular, if \((X_i, X_j')\) denotes the \(i^{th}\) generated pair, B2PE causes \(\text{Corr}(X_i, X_j') \neq 0\) even for \(j \neq i\). But some thought shows that such correlation does not invalidate the experiment, since \(\text{Corr}(X_i, X_j) = 0\) and \(\text{Corr}(X_i', X_j') = 0\) for all \(i \neq j\). Better still, our experimental evidence is that the cross correlations tend to improve \(\text{Corr}(\bar{X}, \bar{X}^-)\). For example, when \(p = 300\) and \(q = 30\), the modified algorithm B2PEA induces \(\text{Corr}(X_i, X_j) \approx -0.7\) and \(\text{Corr}(\bar{X}, \bar{X}^-) \approx -0.8\). Thus for the very specific (and unnecessary) experiment of using Monte Carlo experimentation to estimation \(E(X)\), more negative correlation than first thought is induced between the antithetic intermediate estimators \(\bar{X}\) and \(\bar{X}^-\). Since most estimators are not linear functions of the random variate inputs, the correlation induced between intermediate estimators of interest will be different from \(-0.8\). Nevertheless, it is encouraging that such cross correlations seem to help rather than hinder estimation.

The original algorithm B2PE is listed in Figure 1. The modified algorithm B2PEA is listed in Figure 2, with the modifications shown in upper case. We comment below on each important change.

1. New parameters DSEEEDz and IANTL are added, with meanings as defined in the code comments.

2. The five lines beginning with line number 55 are the key to synchronization. Each iteration of the acceptance/rejection algorithm requires exactly two random numbers, \(u\) and \(v\). On the first iteration, the random numbers are drawn from the first random-number stream. On the second and following iterations, the random numbers are drawn from the second random-number stream, beginning at line 5. Synchronization is maintained for the first stream and not maintained for the second stream. But since the probability of the first iteration ending in acceptance is large, the lack of synchronization of the second stream is relatively inconsequential.

3. Line 5 flips the first random number, \(u\), when indicated by IANTL. The intent of the modifications is to obtain monotonicity between \(u\) and \(z\). Despite the lack of synchronization for stream two, we still flip \(u\) on all iterations, since this can create the useful cross correlations discussed above.

4. The logic between lines 6 and 7 is now for the left tail, whereas previously it was for the body of the distribution. The body was checked first previously since it had the largest probability of being chosen. The left tail is now checked first in the attempt to obtain monotonicity. By chance, very little code needed to be changed for the left tail; only the method of obtaining a new random number from the old changed: \(u = u / p_u\).

5. The logic for the body of the distribution lies between lines 7 and 8. Again the only renormalization is that of \(u\), which is embedded in the definition of \(x\): \(x = x_1 + (u - p_u) = x_1 + (x_1 - x_1)(u - p_u)/(p_1 - p_u)\).  

6. The right-tail logic still lies between line numbers 8 and 9. Since the position of the right-tail logic did not change, the renormalization of \(u\) is unchanged. The definition of \(x\) is slightly changed, now taking the logarithm of \(1 - u\) rather than \(u\) to obtain monotonicity. The substitution of \(1 - u\) here causes the same substitution in the next two lines.
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```
subroutine b2pe (dseed, pa, qa, x)
c  bruce schmeiser voratas kachitvichyanukul
c  september 1988 purdue university
c  to generate one beta random variate
c  schmeiser, b.w. and babu, a.j.g. (1980)
c  "beta variate generation via exponential
  majorizing functions," operations
  research 28, 017-026.
c  double precision dseed
data psave/-1./
  if (pa .eq. psave .and. qa .eq. qsave) go to 5
c  .... initialization
  psave = pa
  qsave = qa
  p = pa
  q = qa
  if (pa .le. qa) go to 2
  if (qa .le. x) go to 4
  d = sqrt(p + q)
c  .... calculate constants as a function of p and q
  2 pp = p - 1.
  qq = q - 1.
  r = pp + qq
  s = r * alog(r)
  x3 = 0.
  f2 = 0.
  f4 = 0.
  x3 = pp/r
  x4 = 1.
  if (r .le. 1.) go to 4
  d = sqrt((pp + qq)/(r-1.)) / r
  if (d .ge. x3) go to 3
  x2 = x3 + d
  x2 = p - q/(1-x2)
  f2 = exp (pp * alog(x2/pp) + qq * alog(1-x2)/qq + s)
  if (x3 + d .ge. 1.) go to 4
c  .... right tail
  x4 = x3 + d
  x4 = qq/(1-x4) - pp/x4
  f4 = exp (pp * alog(x4/pp) + qq * alog(1-x4)/qq + s)
c  .... region areas
  if (x .lt. x4) go to 2
  if (x .ge. x4) go to 7
  if (u .lt. u1) go to 8
  if (u1 .lt. u2 + (x-x2)/x2) go to 10
  if (x .lt. x3) go to 9
  if (x .lt. x4) go to 5
  v = vsf2u
  go to 9
  8 u = (u-p2)/(p2-p1)
  x = x2 + alog(u)/x2
  if (v .lt. (x2+x-x2)/x) go to 10
  if (x .le. 0.) go to 5
  v = vsf2u
  go to 9
  e  .... right tail region
  if (s .lt. ((x-x3)**2)*s) go to 5
  if (s .lt. pp * alog(x/pp) + qq * alog((1-x)/qq) + s) go to 5
  if (pa .lt. qa) x = 1 - x
  return
end
c  .... left tail
  x2 = x3 - d
  x2 = p - q/(1-x2)
  f2 = exp (pp * alog(x2/pp) + qq * alog(1-x2)/qq + s)
  if (x3 + d .ge. 1.) go to 4
  x4 = x3 + d
  x4 = qq/(1-x4) - pp/x4
  f4 = exp (pp * alog(x4/pp) + qq * alog(1-x4)/qq + s)
c  .... region areas
  if (x .gt. x3) go to 2
  if (x .lt. x4) go to 7
  if (u .lt. u1) go to 8
  if (u1 .lt. u2 + (x-x2)/x2) go to 10
  if (x .lt. x3) go to 9
  if (x .lt. x4) go to 5
  v = vsf2u
  go to 9
  7 if (u .lt. u2) go to 8
  e  .... middle region
  x = x2 + u
  if (x .lt. x3) go to 10
  if (x .le. x4) go to 10
  go to 9
  9 u = (u-p1)/(p3-p2)
  x = x2 + alog(u)/x2
  if (v .lt. (x4+x-x2)/x) go to 10
  if (x .le. 0.) go to 5
  v = vsf4u
  go to 9
  e  .... final rejection compares for all three regions
  10 if (pa .lt. qa) x = 1 - x
  return
end
```

Figure 1: FORTRAN code for the original algorithm b2pe.
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subroutine b2pea (dseed, DSEED2, pa, qa, x, IANTI)
c  bruce schmelzer voratas kachitvichyanukul
c  september 1986 purdue university
c  to generate one beta random variate
c  this code is a modification of b2pe, described in
c  schmelzer, b.w. and babu, a.j.g. (1986)
c  "beta variate generation via exponential
c  majorizing functions," operations
c  research 28, 017-028.
c  the modification allows correlated random variates
c  positive correlation
c  (for common random numbers or control variates):
  ianti = 0 for one.
  ianti = 1 for run two.
c  arguments:
  input:
  dseed: seed for the first random-number stream
dseed2: seed for the second random-number stream
pa: first parameter
qa: second parameter
ianti: indicator to control correlation
output:
  dseed: the new seed for the first stream
dseed2: the new seed for the second stream
x: the generated beta random variate
called subprograms:
ggubfs: the lnl(0,1) random-number generator
  double precision dseed, DSEED2
data psave/-1./
  if (pa .eq. psave .and. qa .eq. qsave) GO TO 55

  .... initialisation
  .... save argument values for later calls
  psave = pa
  qsave = qa
  .... ensure p .le. 1. (for computer arithmetic)
  p = pa
  q = qa
  if (pa .le. qa) go to 2
  p = qa
  q = pa
  .... calculate constants as functions of p and q
  2 pp = p - 1.
  qq = q - 1.
  r = pp + qq
  s = r * alog(r)
x2 = 0.
f2 = 0.
f4 = 0.
x3 = pp/r
x4 = 1.
  if (r .le. 1.) go to 4
d = sqrt((pp+qq)/(r-1.)) / r
  if (d .ge. x3) go to 8

  .... left tail
  x2 = x3 - d
  x2 = pp/x2 - qq/(1-x2)
f2 = exp (pp*log(x2/pp) + qq*log((1-x2)/qq) + s)
  if (x2 + d .ge. 1.) go to 4

  .... right tail
  x4 = x3 + d
  x4 = qq/(1-x4) - pp/x4
  f4 = exp (pp*log(x4/pp) + qq*log((1-x4)/qq) + s)
  if (x4 .le. x3) go to 8

  .... region areas
  if (X2 .GT. 0.) P2 = F2 / X2
  P1 = (X4-X2) + P2
  P3 = P1
  if (X4 .GT. 0.) P3 = F4 / X4 + P1

  .... generate random variates
  U = GGUFS(DSEED2) * P3
  V = ggubfs(dseed)
  GO TO 6
  5 U = GGUFS(DSEED2) * P3
  V = ggu(0)
  if (U .LT. .GT. 0) U = P3 - U
  if (U .LT. P3) GO TO 7

  .... left tail region
  if (x .le. 0.) go to 5
  v = v + f2 * u
  go to 9

  .... middle region
  if (U .LT. .GT. P1) GO TO 8
  if (x .le. x3 .and. v .le. f2 + (x-x2)*(1-f2)/(x-x3)) go to 10
  if (x .le. x3 .and. v .lt. f4 + (x-x4)*(1-f4)/(x-x3)) go to 10
  go to 9

  .... right tail region
  if (x .le. 1.) go to 5
  if (x .le. 0.) go to 8
  if (V .GT. 0) V = V + F4 * (1-U)

  .... final rejection compares for all three regions
  9 a = alog(v)
  if (a .lt. -(x-x3)**2*(r+r)) go to 5
  if (a .lt. pp*log(x/pp) + qq*log((1-x)/qq) + s) go to 5
  if (pa + qa) x = 1. - x
  return
end

Figure 2: FORTRAN code for the modified algorithm B2PEA.
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