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ABSTRACT

Computer simulation and modeling is a form of scientific experimentation. As such, simulation experiments must satisfy the reproducibility criterion imposed by the scientific method, i.e., they must be machine independent. A model is machine independent if it runs on all machines of comparable scale and produces results that are equivalent. To achieve machine independence, models are implemented in the user language of a host system, which in turn is written in portable FORTRAN. If the host system is made machine independent, then the models hosted by it are necessarily machine independent.

The host system approach is discussed in the context of NUCLEUS, a programming methodology under development at Battelle's Columbus Laboratories for the past ten years. The validation of the approach is discussed in the context of the FORSYS model, a multinational, macroeconomic forecasting model currently under development by the four Battelle research centers -- Battelle-Genoa, Battelle-Frankfurt, Battelle-Northwest, and Battelle-Columbus.

INTRODUCTION

Almost invariably, all simulation models are machine dependent. A model is machine dependent if it runs on (computing) machine A but not on machine B. Or, if it runs, it does not produce on machine B the exact same results as on machine A. In this definition, machines A and B are assumed to be of comparable scale, i.e., manipulate information in words of size greater than some minimum, say, 32 bits per word.

Simulation models may be measured in terms of their machine independence. The machine independence of a simulation model denotes the likelihood that the model will run and produce the same results on any randomly selected machine (of comparable scale).

In this paper, machine independence is discussed in the context of simulation models written in the FORTRAN language. In the FORTRAN context, machine independence of a model is usually measured as that proportion of the model which is written in ANSI (American National Standard) FORTRAN. This definition of machine independence is supported by the erroneous assumption that if a model is written in ANSI FORTRAN, it will be usable on any machine having a FORTRAN compiler. After all, every major FORTRAN compiler must include ANSI FORTRAN as part of its language interface.

However, machine independence is both a syntactic and a semantic problem. A model written in ANSI FORTRAN is supposed to be compiled successfully by any FORTRAN compiler; however, this does not imply that it will also run in the same manner on every machine. ANSI FORTRAN is not semantically a machine-independent language.

The results produced by a FORTRAN model are not just dependent on the syntax of that model. They are also dependent upon the internal characteristics of the machine compiling and executing the model. It is the semantics of a FORTRAN model that finally determine its machine independence, given that it has syntactic independence. Being written in ANSI FORTRAN is a necessary but not sufficient condition for a model to be machine independent.

It is the purpose of this paper to discuss a methodology for writing simulation models in FORTRAN that have high degrees of machine independence. This methodology is shown schematically in Illustration 1. This configuration consists of a host system and a user language.
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The host system is an ANS FORTRAN program that interprets and executes instructions written in its own user language. The user language of the host system consists of a finite set of fixed words, an infinite set of user-supplied words, a finite set of special characters, and a finite set of formation rules by which the user may construct the instructions defining a simulation model.

Here the basic principle is this: if the host system is machine independent then any model written in the user language of the host system is necessarily machine independent. Thus, by making a single FORTRAN program machine independent, one guarantees the machine independence of all models written in the user language of this program.

This methodology has been developed and tested over the past ten years and is currently in practice at Battelle's Columbus Laboratories in a software system called NUCLEUS (NUmerical Classification and Evaluation System). NUCLEUS is a software system featuring: a structured programming user language, an interpreter for continuous simulation modeling (using the same difference equation techniques as those used by DYNAMO), a report generator, data management, conversational modeling, and batch or on-line access. NUCLEUS has provided the base for a series of machine independent host systems supporting a series of simulation models in the areas of regional demographic/economic forecasting, electricity demand forecasting, input-output econometric modeling, aviation activity forecasting, marketing research analysis, coal preparation process simulation, and others.

FORTRAN is an almost universal language in which to write host systems but it is not a good host system itself. For this reason, others also have used FORTRAN to implement various host systems (see, for example, (1), (2), (3), and (4)).

THE HOST SYSTEM APPROACH

The host system approach is defined in the context of the NUCLEUS methodology. In this methodology, a host system consists of a user language, an interpreter which interprets and performs the operations specified in the user language, and an interface to FORTRAN. A software system with these components is not a host system, however, unless it can "host" on all machines all simulation models written in its user language. Hereafter, unless otherwise specified, the word "system" will mean a host system and the word "model" will mean a simulation model "hosted" by the system, i.e., written in the user language of and interpreted by the interpreter of the system. A "hosted" model will run equivalently on all machines that have a FORTRAN compiler.

The user language of the system is a structured programming language according to whose rules and conventions the user writes and organizes his instructions and model algorithms for entry into the system. As a structured programming language it has the following two characteristics: (i) it has no statement labels and thus no GO TO statements, and (ii) major system functions—such as report generation, data base access, model compilation, model execution, storage classification and allocation, etc.—are accessed or specified via either single or well localized groups of statements. The user language is especially useful for writing models which construct, manipulate, and display arrays of numeric data.

The interpreter of the system is a set of ANS FORTRAN programs which interpret the user language statements of a model and generate interconnected tables of internal instructions which later direct the execution of these statements. Only the direct access routines which read and write on disk violate the ANS character of the system. These routines, however, are well localized (less than 20 statements each) and have non-ANS FORTRAN equivalents on all major computers.

Locally, the machine-independence of the host system may be sacrificed for the benefit of improving the run-time efficiency of or adding special functions to the system, by taking advantage of the system's interface to FORTRAN or to assembly language. This interface allows the user to "call" his own additional FORTRAN subroutines or to replace system subroutines with equivalent but more efficient assembly language subroutines.

Model implementation using the host system approach contains the following three steps:

1. Design a computer language, the user language, in which to write the model. As much as possible, this language must be related closely to the notation of the application area being modeled.

2. Using FORTRAN, construct a machine-independent host system which is able to interpret and execute the statements of the user language.

3. Write the desired model in the user language and run the model for testing, validation, and simulation using the host system.

VALIDATION OF THE METHODOLOGY

The host system methodology has been applied in the implementation of numerous machine-independent models. These models and their host systems have been developed on the Battelle-Columbus computer -- a CDC machine -- but have been validated on many other machines. These include: IBM System/360 and System/370, Sperry Univac 1100 Series, DEC-10, Burroughs B6700/B7700, and others.

The most rigorous validation test of the methodology was performed recently in connection with the FORSYS model. FORSYS (FOREcasting SYstem) is a
multinational, macroeconomic forecasting model for the principal OECD countries (the main Common Market countries in Europe, the United States, Canada and Japan). The core of FORSYS is a set of dynamic input-output models providing forecasts on an annual basis. These models, which use national data, will be fully compatible and provide detailed analyses and forecasts both at the national and international levels.

FORSYS is being jointly developed by the four major Battelle research centers in Europe and the United States: Battelle-Genera, Battelle-Frankfurt, Battelle-Northwest and Battelle-Columbus Laboratories. The data management and modeling requirements of this application are considerable. The individual country models are being developed by separate teams of economists, econometricians, industry specialists, and software scientists at each of the four Battelle centers. Three different and unlinked hardware configurations are involved in the implementation: a CDC 6500 and a CYBER 73 at Battelle-Columbus (used also by Battelle-Northwest) a CII SIRIS 7/SIRIS 8 computer of French manufacture at Battelle-Genera, and a Burroughs B6700 at Battelle-Frankfurt. The need for a machine-independent, common representation of the developing model that produces equivalent results on all Battelle computers is obvious.

To guarantee the machine independence of the FORSYS model, a single host system has been implemented and the model for France has been written in the user language of the host system. The remaining country models will be implemented in similar fashion. The user language has been designed specifically for large-scale econometric applications of this type. This language includes specific capabilities for continuous dynamic simulation modeling; time series data storage, retrieval and manipulation; report generation; and allows for both batch or interactive use. Its matrix notation for equations is specifically suited for dealing with multi-sector, input-output economic data. The direct disk access and dynamic storage allocation capabilities of the system are well suited for the management of vast amounts of multi-country, multi-sector time series data.

The commonality of the FORSYS host system on all Battelle computers and the single code representation of the FORSYS model in the user language of the host system provide a sound technical basis upon which to integrate in a coherent fashion the geographically dispersed and multidisciplinary resources contributing to the development of this model. Moreover, the separation of purely software from purely modeling issues, provided by the separation of the host system from the actual model representation, facilitates project management, allows for a better distribution of labor along clearly defined discipline lines, and eliminates duplication of work.

DOCUMENTATION

The syntax of the user language, the rationale for the approach and complete documentation for the methodology are given elsewhere (5). A more complete presentation of the methodology is in preparation for later publication (6).
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