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ABSTRACT

Unit carriers are used in satisfying many current materials handling needs. A system using this kind of car-on-track hardware can be extensive and complex. This paper discusses the values and benefits of simulation as applied to the design of such a track system. The design of the automatic baggage handling system for the Seattle-Tacoma International Airport is used as an example of such a unit carrier system. Design requirements include input rates of baggage loading stations and car destination patterns over a relatively fixed system geometry. A simulation model is used to evaluate overall performance including empty car availability and minimized network flow. Design of the trackage controls as well as tuning of the entire baggage handling system are aided by use of the model. The results show that simulation is a highly-cost-effective tool for this problem.

INTRODUCTION: A unit carrier is defined as a vehicle used to transport one or more items to a certain destination. In warehouses designed for automated order picking, unit carriers are loaded with several items and deliver these to a specific control point. In institutions and post office factories individual carriers or trays are used in a similar manner. Another common example is a passenger elevator. In a unit carrier system these discrete, individual vehicles carry an item or items along fixed routes, each relatively independent of the other vehicles in the system.

In the case of the unit carrier, all handling equipment interfaces with the standardized carrier rather than with the item carried. This is in contrast to conventional materials handling hardware where each item moves along a conveyor system with its position fixed with respect to other objects. The items interface directly with the conveyor belt chain or rollers and with any control or processing equipment of the conveyor system.

Unit carriers are particularly useful when the items are fragile or of nonuniform size or, in general, when they are difficult to handle by conventional conveyor methods. Because positive control as well as ability to remember are
features of the unit carrier design, items can be processed at greater rates and with more reliability and safety than items on a conveyor belt.

Accompanying the advantages of unit carriers however, are the problems associated with the dramatic increase in the level of complexity and sophistication required. Unlike a continuous processing system, the typical unit carrier system contains a large number of relatively independent containers traveling to different destinations through a network containing branch points and merge points. The unit carrier system requires a supply of available carriers at the origin, and a place to store the carriers not in use. In order to design such a system, the control logic must allocate carriers to different areas within the network. The result is a complex track network requiring considerably more sophisticated design techniques than those required for conventional conveyor systems.

This paper concerns the use of simulation in the design of a unit carrier baggage handling system for the Seattle-Tacoma International Airport (1). This baggage system presents problems which are common to many unit carrier materials handling system applications.

**SEA-TAC BAGGAGE HANDLING SYSTEM** - Airport congestion, due to increasing air travel and larger aircraft, is becoming increasingly familiar. Aircraft congestion slows arrivals and departures. Automobile congestion and limited parking facilities are increasingly troublesome. With this added traffic and congestion have come the problems of handling larger quantities of baggage which must be moved quickly and carefully in ever-increasing volumes, while minimizing damage, pilferage, or mis-direction.

Currently, most airport terminals handle baggage by means of well-designed conveyor systems and ramp vehicles. But for a growing number of airports, particularly those of medium and large size, these are no longer adequate. Unit carrier systems provide a highly flexible, high-capacity and high-quality solution to these baggage handling problems. Several companies now produce such carrier systems for this baggage handling market (2) (3).

The new Ground Transport Express (GTX) system at the expanding Seattle-Tacoma International Airport involves over 1,000 four-wheeled carriers (Fig. 1) operating on an extensive network of 20,000 feet of track and serving some 3500 peak hour passengers (Fig. 2). The track network, which has 80 switch and merge points, connects all of the airlines, including two satellite terminals and four parking lot check-in stations, into one unified system. It facilitates check-in and interairline transfers.

A typical GTX carrier trip is represented schematically in Figure 3. A carrier moves to a loading position from an adjoining storage line. It is loaded with luggage and coded for the proper destination. The carrier then moves through the complex track network to the proper dump station. After discharging the baggage, the
empty carrier seeks the nearest available storage line.

In the Sea-Tac system, baggage enters the system at passenger check-in counters in the main terminal and in the parking lot. It proceeds by carrier to different luggage sorting areas where the baggage handling system automatically sorts it by airline or, in some cases, by flight number. The baggage is then transported by ramp vehicle to the airplanes. Inter- and intra-airline luggages is also handled by the GTX system, although at Sea-Tac, deplaning luggage is sent by conventional methods to the baggage claim area.

The unit carrier in the GTX system is a 185 lb. car with a V-shaped pocket formed in the body to provide a secure holding place for almost any size and shape of passenger luggage (Fig. 1). Motive power is supplied to the car by means of a friction drive mechanism built into the track. A probe on the carrier allows it to switch from one track to another upon command. The detailed physical characteristics of the hardware of the carrier system for the Sea-Tac Airport are described in (4).

Specialized equipment allows cars on secondary lines to merge into traffic on a primary line. Inclines, declines, and vertical lifts allow for necessary changes in elevation. The carrier is capable of dynamically discharging its baggage onto a stationary slide or moving belt collection system.

Carrier traffic is controlled by means of magnetic sensors located at decision points along the guideway (5). These sensors interrogate a memory, fixed to each car, which carries a binary code indicating the empty or full condition of the car and its destination. This code is entered at the loading point. After discharge, the memory is changed to indicate an empty carrier.

The system, then, must manage a large number of independently programmed carriers operating simultaneously, traveling from a large number of origins to a large number of destinations on a network of track which is constrained both by cost and by the existing physical track configuration environment. The system must operate efficiently under all circumstances and, in fact, its primary justification is its lower per-unit cost at both low and high activity levels.

SYSTEM DESIGN AND ANALYSIS - An acceptable system must be designed to at least meet the customer's specifications. Regarding baggage movement at the Sea-Tac International Airport, two major flow characteristics were specified:

1. Travel Time - this is a measure of the maximum amount of time required for a bag to travel to its destination in the system. This includes the time needed for an empty carrier to travel to the check-in station, to be loaded, and to travel through the system.

2. Peak Network Flow Rate - this rate specifies the number of bags per minute that each originating station may send to each destination under peak conditions.
These two criteria, in turn, imply other constraints on the operation of the system. For example, the ability to handle a certain peak number of bags per minute from a certain facility implies that there must always be an adequate supply of available carriers at that facility. The maximum travel times from point to point imply that the traffic densities at peak conditions must not be so large as to prevent the merging of traffic at critical points in the network. The restriction on traffic densities at certain points implies that unnecessary movement of empty carriers should be minimized to speed the flow of the full carriers through the network.

Any unit carrier system can be designed with enough redundancy to insure its satisfactory performance under any circumstances. The cost of redundancy, however, is high. It may mean extra elevators, fork trucks, or in the GTK system, carriers and track. The problem, then, is to produce a system which will meet a specified set of performance criteria under anticipated operating conditions with a minimum of redundancy, excess capacity, and unnecessary activity.

The design problem involves finding a way to relate the system's measures of effectiveness to the system's design parameters to allow meaningful cost-benefit trade-offs to be examined. For example, a lack of empty carriers available at a specific loading area may be due to the system logic, the total number of carriers in the system, the physical track configuration, or other aspects of the system. The analysis and design problem is to relate the measure of performance, such as the availability of empty carriers in a particular area, to a system design parameter such as the total number of carriers in the system, in order to allow the designer to appreciate the effects of design changes on performance.

The design of a dynamic system typically has two major phases. The first phase is a static or steady-state phase; it essentially asked what the maximum loading conditions are like, on average, and uses this average loading to produce a preliminary design. This phase can use the conventional methods of analysis much like those used in balancing assembly lines. Assuming that the system must be able to operate at steady-state at some maximum rate, the capacities of each part of the system can be determined from these input rates. This is really a mass-flow analysis: cars in equals cars out.

In the past, this static analysis has been sufficient for many systems. Tuning of the system was done by adjusting either the real system after it was built or an actual physical model. This tuning corresponds to the second major phase of systems analysis and design. Using the preliminary design, the second phase investigates system response to dynamic loading conditions. This dynamic analysis deals with the
system response to such factors as random ele-
ments in the loading, system start-up, system shut-down, or a net cross-flow of carriers in
the system. The random nature of arrivals to
the airport may for short periods transform
a low average demand rate per hour to a demand
well in excess of the design criteria. Rapid
start-up may cause temporary shortages of empty
cars. Certain random loading conditions may
produce an unbalanced cross-flow of carriers
in the system. This can result in shortages of
empty carriers if the control logic does not
respond adequately to compensate for this flow
condition. Several of these conditions may
occur at once, compounding the problem.

More than the conventional static design
tools are required to intelligently design for
this kind of system loading. The usual con-
tinuous modeling techniques used in many en-
gineering control system design applications
do not allow for probabilistic inputs. Queuing
models allow for certain kinds of random ele-
ments in the system but become unmanageable for
large systems. In addition, the queuing theory
assumptions often become unrealistic and con-
fining for such problems, and formulation of
queuing model segments require data which are
not always readily available.

Use of analytic models requires that the
problem be divided into small components which
can be dealt with and for which clear relation-
ships among design variables can be defined.
Analysis relying entirely on these small units
may lead to a system in which each component is
designed independently. This can result in good
component design and poor system design. Op-
timizing subsystems does not necessarily optimize
the total system.

To cope with such large system problems,
computer simulation is regarded as the most cost-
effective tool. Use of a computer simulation
model allows the designer to gain experience with
the system as the system design and model evolve.
He then has a clearer understanding of system per-
formance relationships while the design process is
still going on. In this way the designer's un-
derstanding of the significance of different
measures of effectiveness can guide the progress
of the design by providing fast, efficient feed-
back as changes in the system are made.

A simulation analysis usually has credibility
not only with the designers, but also with manage-
ment and decision makers. The manager can be
shown what the computer is doing at each stage of
the process, and the manager can verify that the
computer model does represent the process being
modeled. The model can be coded in as much detail
as is necessary to reflect the real system, with-
out worrying about fitting the constraints of a
particular theoretical model. The simulation
approach allows examination of the effects of many
different and unusual loadings. Control parameters
and alternative configurations are readily changed.
System design then becomes an iterative process with
the model builder searching for the best solution
in terms of his evolving understanding of the pro-
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problem at hand.

SIMULATION PROJECT PLANNING AND MANAGEMENT: With an iterative design process for a large system, project planning and management are critical factors. A lack of careful planning and management can allow project costs to become greater than necessary without significantly improving the results. The tendency to include more detail than necessary can increase data collection, model development, running, and data analysis costs. A model structure which does not take advantage of system modularity can result in higher development, testing, validation, and running costs. Poor choice of a simulation language can result in higher model development costs or running costs. With these problems in mind, the GTX model was carefully planned and budgeted.

For the Sea-Tac System, the possible project conclusions included the following:

1. Confirming that the original system design was satisfactory
2. Revealing that the original design, or portions of it, was unworkable
3. Discovering control logic changes and additions which would improve system performance
4. Finding ways of cutting costs without impairing system performance

Each of these outcomes was valuable, and each was present in some degree. The combined value of these results was the value that was relevant to the development of the project development and design.

Based on a preliminary examination of the project as a whole, a specified task, a specific completion date, and limited resources were assigned to the effort. The project design was thus controlled by both available resource inputs and the required outputs.

The next step in the planning process was to allocate the available resources to produce the desired results. The demands to be placed on the model and the inputs to the model were defined. How the model would be used and what kinds of experiments would be run were important design considerations. The resulting design stressed simplicity of output and modeling, modular design, and testing of modules prior to assembly of the total model. Associated with the modular design was a project plan with milestones and review points. These were important factors in the economic as well as design success of the project.

ACTUAL MODEL - Having analyzed the problem and established the project budget, completion time and environment in which the model was to operate, the final level to consider was the model itself. One of the most important aspects of any model planning is the choice of a simulation language. The language chosen for modeling the baggage handling system was General Purpose Simulation System (GPSS). This choice was made in order to reduce model development time at the expense of somewhat longer running times and larger core requirements. It was anticipated that model development would be the most expensive and time-
consuming portion of the project. With discrete carriers flowing through a network of tracks, this system was a good application for GPSS, which is oriented toward flow type systems.

For this baggage handling system, the system geometry was fixed (Fig. 2) before the simulation was initiated. The total baggage handling system network, consisting of about four miles of guideway, was divided into five subsections. Each section was programmed, debugged, and tested independently and then the segments, which are too highly interactive to give meaningful results independently, were joined into one total system. This modular construction minimized the cost, time, and computer charges required for model programming, testing, and debugging.

The design choices were assumed fixed for such design parameters as number of carriers in the system, line speeds, and storage bank capabilities. The latter was largely influenced by architectural and constructural considerations. Therefore, the model was not organized for easy alteration of these parameters.

Speeds and distances were converted to delay-times for each piece of equipment (lifts, inclines, turntables, lines, etc.) involved in the system. These were grouped into about 140 line segments, each with the appropriate transit time (Fig. 4). Attempts to model randomness in these transit times were a refinement deemed unnecessary and one that would complicate debugging and checking of the simulation output.

With this planning completed, the actual coding began. The Ses-Tac system model, which contained about 1500 GPSS statements, was developed in an elapsed time of two months, and represented about a three man-month effort. This included time required to plan the project, collect data, build and test the modules of the system, and assemble the complete model. Then one month was spent in an iterative process revising both system and model logic to achieve a reasonably satisfactory level of operation. At this point the simulation could be considered a finished tool representing an operable system. An additional five months were then spent using this tool to develop and refine the logic of empty car control, to evaluate the effects of specific control hardware, and to work out solutions to problem areas. Working with the simulation was a great aid to imaginative innovations; however, the project time and budget con-traints regulated the degree to which these could be pursued.

The simulation model, once constructed, was used to understand the system by asking "what if" questions. Using different rates of baggage arrivals at different parts of the network, the response of the system was carefully monitored. The number of cars in each section was monitored, as was the rate of flow of traffic at critical points, the availability of empty carriers, and the cross-traffic from one section to the other. The system was examined during system startup in the morning, peak operating levels during the day, and as the system activity decreased later in
the evening. Arrival rates were changed at different sections of the system to test the ability of the system to respond to uneven loading in various parts of the network. Each of these experiments served to provide a deeper understanding of the system's performance, and point out critical areas in the system.

Some of the relatively fixed design features were changed as the simulation pointed out problem areas which needed to be corrected. In most cases where changes were originally anticipated, the input was programmed for easy changes. Control logic at each switch was represented by a predefined true-false Boolean variable, a set of logical conditions which, when satisfied, cause the carrier to switch. These Boolean variables evaluated such things as whether the carrier was loaded and, if so, its destination. For an empty carrier, the levels of relative need in various storages would influence its path.

The generators which created GPSS transactions to represent the arrival of baggage were controlled by values which could be initialized or changed at any predetermined time in the course of a simulation run to reflect various system loadings. Destination of the carrier from various input locations was controlled by random number generators which would produce distributions to match predetermined but easily changed functions. Thus the system was represented by a mathematical model including both the internal system logic and the inputs arriving from outside the system.

The results of the simulation are no more accurate than the inputs to the simulation. Therefore data must be gathered or generated with great care. In the case of the Sea-Tac simulation, a complete engineering study was conducted prior to the simulation (7). Baggage input spectrums were derived from that report and from the customer specifications. Figure 5 is an example of the magnitude and distribution of total airport baggage arrivals used for input data in the computer simulated system.

With clear measures of cost effectiveness available, the required level of detail in the system was initially established. More detail was added later in the project, but only after it became clear that the added detail would have a significant effect on the system performance at key points in the network. For example, it was initially decided that all merges would be simulated as working without physical constraints. When areas were detected where rates were exceeding equipment capabilities, merge suppression was modeled. By adding this detail only at key points, however, significant costs were avoided without jeopardizing the project results.

**MACRO SUBROUTINE EXAMPLES** - Exploiting program modularity through the use of GPSS MACROS, or subroutines, further reduced coding and debugging time and expense. Macros used in the system simulation were designed to standardize and document the modeling of similar physical situations, and provide the basic framework around which the rest of the system model was built.
The proposed system of releasing empty cars from storage banks was modeled in a macro; eventually several different macros were used to represent the different methods of ordering cars. Macros were also programmed for each kind of station, carrier storage queue, and other facilities which occurred at several points in the network, as well as for various initiation routines. These macros were then called at the appropriate point in the program. A discussion of one of these macros follows, to illustrate this capability.

The Load Macro (Fig. 6) describes a portion of the system where bags are loaded into carriers. This simplified diagram, in which each symbol represents one GPSS statement, illustrates the one-to-one relationship between GPSS statements and system logic. The macro models the process of loading empty cars and initiating calls for additional cars to be released for loading if there are both empty cars and more bags waiting.

In the Load macro (Fig. 6) empty cars enter the loader and occupy the loading facility A. The car, represented by an GPSS transaction, then moves into two successive ASSIGN blocks which store the number of the origin B and the number of the destination C in parameters associated with the car. The transaction, the car, then moves into an UNLINK block which removes one bag from the bag queue D and loads it into the car.

Having performed these bookkeeping functions in zero simulated time, the transaction then enters the ADVANCE block where it spends the loading time E (typically 3.7 seconds for a station rate of 17 cars/min.). When the loading time has elapsed, the transaction enters a TEST block and tests whether or not there are empty cars waiting to be loaded and bags waiting in the queue. If this is true, the transaction moves into the second UNLINK block and releases one empty car from the storage bank H. If there are no bags waiting to be loaded, or no empty cars available to be sent out, the transaction goes to the RELEASE block G. It leaves the loading facility A, and the transaction representing the full car leaves the loading area.

**OUTPUTS IN RELATION TO GTX SYSTEM DESIGN**

The philosophy of adding details only where required was followed in specifying simulation output. Initially the only output was the standard GPSS statistics. Once the model had been debugged and verified, it furnished a broad overview of the overall performance of the system. In addition, it provided the ability to examine in any desired depth of detail the areas of special concern. As key problem areas in the system became apparent, additional tables were added.

Problem areas common to unit carrier installations have been addressed previously (6) and determine overall system effectiveness. Certain of these problems, including excessive line flow rates, insufficient empty car supply, and overall system imbalance, were examined in the Sea-Tac system design. System imbalance can result from many occurrences, including high activity.
within one particular area or a disproportionate number of loaded carriers sent from one station in the system to another. Both have the tendency to deplete certain areas of empty cars, resulting in lack of containers in those areas and causing high line densities in other sections. Lack of empty cars at a check-in area is one of the most serious system problems. If empty containers are absent, the airline passenger is delayed and the airplane may be detained. This not only results in a poor customer relationship, but may also mean additional expense for the airline. It was a prime design consideration.

One of the primary indications of the performance of the baggage handling system was the length of the baggage waiting queues. Baggage waiting queues formed at loading stations when the system response was such that an insufficient number of empty cars was available to handle the rate of baggage arrivals. Figure 7 shows the amount of excess baggage that was not removed from certain stations under the baggage input conditions given in Figure 5. However, as the system responded and sent the necessary empty cars to those stations, the baggage waiting queues decreased. Important variables shown are the amounts of baggage in the queues and the time it takes for the queues to be relieved.

For a better understanding of why the system handled or did not handle baggage in various areas, it was necessary to study the availability and movement of the empty carriers. Several types of output contributed to this analysis, the most important being the tabulated conditions of empty carrier storages (Fig. 8). Shown in the figure is the activity of each empty car storage area in the system, including a number designating each storage and the empty car capacity for that storage, current contents of empty cars, and the rate of cars entering the storage at this particular point in time.

In general, a low level in a storage bank at any given time is not always significant. Perhaps no carriers are needed in a certain storage during normal running conditions; this is the case for ST080. Maybe the carriers needed are already enroute. Likewise, a moderately high level could still be dangerously low. In the case of long tunnels, a number of carriers may have entered previously and not yet emerged. Therefore they are not available for immediate use. Or, perhaps an inadequate flow may be presently arriving which may cause a future shortage. The average level over some small period is more meaningful.

A second measure of empty car availability can be used. Other tables exist which show the number of carriers in line at the exit of the storage area. But again, a low level is not necessarily significant. If a carrier always arrives just when required, it will never stay in the storage, so the number of carriers stopped and waiting could be small even with a large number of carriers enroute. The problems inherent in these two methods of counting empty carriers.
car storage contents resulted in a detailed study of the type of electrical sensors to be installed at various points in the physical system and their effect on system logic.

Other graphical portrayals help analyze the condition of critical storages over time. Figure 9 is one example showing the activity in the north tunnel bank, the main empty carrier reservoir in the north half of the GIX system. The return route from the North Satellite contains a storage bank line for 261 carriers and a high speed line which allows empty carriers to bypass this storage when they are needed immediately elsewhere. The figure shows that more cars than necessary were entering the storage and then immediately leaving, when in fact they should have been bypassing the storage altogether. In later simulation runs different control methods were employed to reduce this flow.

In order to analyze where the carriers were going to and coming from, it was necessary to study the block counts of activity through each logic block of the model. From these a plot of traffic density and carrier location distribution everywhere in the system could be prepared. This was of great value, particularly in analyzing traffic at merges.

Line flow rate is limited by the car velocities and by the processing rates of such equipment as inclines and elevators. If the line density becomes too high at the limiting speed, merges become bottlenecks. At merge points, cars on the secondary track are halted in a queue until an adequate gap occurs in the primary line to allow merging. The higher the flow rate on the primary line, the less opportunity for cars to merge, thereby resulting in a longer waiting line. Each holding position in the track requires some specialized hardware to stop, retain, and then advance the carriers. In addition, when the number of positions in the queue is filled, the secondary line must shut down until the queue is relieved. The number of queue positions at a merge point is a matter of economics as well as geometrical restriction. Minimizing line flow rate minimizes merge problems. For example, the traffic density was such that it seemed advisable to add to the model a simulation of the merge at the output of the north tunnel storage bank. The efforts expended in simulating this area were also applicable to developing the actual merge control used in the physical Sea-Tac system.

Studies of traffic densities also pointed out other problems. Carriers were diverted by some preceding station or logic test before reaching their required destination, or they were trapped in a loop. The latter type of problem is illustrated with the loop shown in Figure 4. After the first run with one set of logic, it was noted that there was abnormally heavy traffic in the lines in this loop. A review of the logic for switches SW02 and SW05 revealed an inconsistency which was preventing cars from leaving the loop. After this was corrected, traffic was reduced to a reasonable level.
In addition, tables were specified to record the origin and destination of all carriers passing certain points. Fig. 10 gives the origin table ORB11 for line LNB11 and the destination table DEB12 for LNB12. Table ORB11 shows the origins of cars passing on LNB11 during a given time; the column Upper Limit indicates car origin station. Similarly, Table DEB12 gives the destinations of cars passing on LNB12, the column Upper Limit representing the destination stations, and Observed Frequency indicates the number of carriers passing through LNB12 destined for those stations. Destination zero indicates an empty carrier.

A more detailed study of destination and origin tables aided in locating GTX system control logic errors and in redesigning workable control logic. In an initial model run, these tables revealed that very few of the empty carriers required on LNB13 came from LNB12 (Fig. 4). Most empties entered storage bank 70, then left again on LNB23 as required. The result was a large number of carriers in dynamic storage, i.e., on their way into and out of bank 70, rather than bypassing via LNB12. A set of bypass logic was devised to prevent the carriers from going into this loop. Analysis of the effects of the new logic revealed that under certain circumstances it resulted in starving station 10. Consequently, a reserve level had to be established for storage bank 70, below which it could have priority. All these considerations were eventually integrated into a set of final logic which minimized undesirable system responses.

EMPTY CAR MANAGEMENT - Many of these problem areas are related to each other and are really symptoms of the overall empty car flow management problem. The trip of a full, coded carrier is deterministic in the sense that the path of travel is known, and the trip times can be estimated, within certain limits, depending on system traffic levels. However, empty car flow is much more complicated. Once the car has been unloaded, it is coded as empty and sent into the system to seek a home in an empty car storage line. The car may pass through a number of switches before reaching an empty car storage line.

When directing empty cars, the switches can be generalized as either area switches or storage line switches. An area switch allows the carrier to move into a particular area which contains a multitude of storage lines; a storage switch allows the carrier to enter a particular storage line (Fig. 11). When an empty car reaches an area switch, the switch directs it into either area A or area B, depending on the relative number of empty cars in storage in these respective areas and/or the priority of the one area over the other. After a carrier is in an area, it approaches a storage switch (A-1, Fig. 11). If storage A-1 has room and there are no priority needs downstream, the car enters. Otherwise it passes, traveling on to switch A-2.

Another aspect of empty car management enables certain empty car storage lines to call for empties when their level becomes critically
low. If the level of empty cars in storage A-2 is low, a signal can be sent to storage A-1 to release a certain number of cars. Upon reaching switch A-2 these cars will satisfy the needs of storage A-2. Another form of signal can also be initiated when storage A-2 is low. The signal will block Switch A-1, preventing any empties from entering storage A-1. It may even block the area switch preventing any empty carriers from being diverted to area B. Therefore all empties will go into A-2 until its needs are met.

Figure 12 is a simple model of only a small part of the overall system. In reality, there are 39 storage lines scattered throughout the Sea-Tac installation with capacities ranging from two carriers to 276. Their placement and capacities are, like the track itself, subject to architectural constraints.

CONCLUSIONS: The Sea-Tac simulation was useful in several ways. It clearly showed that the static preliminary design alone was insufficient for a complex unit-carrier system, and that simulation was a very helpful tool in design of dynamic systems. This was demonstrated not only in an engineering sense, but also in an economic sense—doing the analysis quickly and at a relatively low cost. The modular design approach to development was a central part of this cost effectiveness. A set of macros was developed and then used extensively. In addition, building and testing the entire system in pieces and then assembling these saved many hours and dollars.

With this simulation tool available, it will be comparatively easy in the future to model similar systems with relatively small changes to the design approach.

From an engineering standpoint, the major result was a good final design. On a more specific level, it became clear that the symptoms by which the system’s performance would be measured were all part of empty carrier management. This area could be systematically analyzed and workable solutions developed.

In designing the GTX system for empty car management, then, it became evident that:

1. A priority must be established among storage lines
2. The overall capacity of each line must be set within geometric constraints
3. Operating levels and critical levels must be determined for most storage lines
4. Depending on storage lines priorities and their desired performance parameters, the automatic call logic must be designed.

These points constitute the controlling elements of empty car management. They are highly interactive, and adjustments at any one point may have far-reaching ramifications throughout the network. Thus a computer simulation becomes a necessary part of the design process in order to develop the best logic system.

In some cases there is not one best logic. A perfect control system would have to anticipate demand changes ahead of time. Varying input of
bags at different stations results in different requirements on the system. It is only possible to set relative priorities on the goals and to strike a compromise between such conflicting requirements as immediate car availability and minimum non-essential traffic. However, the simulation allows the designer to try various schemes and precisely monitor their effect throughout the system while other parameters remain constant, an accomplishment which may never be possible in the real life system.
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FIGURE 2
Simplified Schematic of the GTX Baggage Handling System
FIGURE 3
Basic Carrier Network

FIGURE 4
Detailed Network of a Portion of the Simulation Model
FIGURE 5
Total System Baggage Input Spectrum
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Model of a Carrier Loader — Load Macro
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Table of Contents of
Empty Car Storages
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North Tunnel Traffic Activity
**TABLE NUMBER ORB11**

<table>
<thead>
<tr>
<th>ENTRY IN TABLE</th>
<th>MEAN ARGUMENT</th>
<th>STANDARD DEVIATION</th>
<th>SUM OF ARGUMENTS</th>
<th>NON-WEIGHTED</th>
</tr>
</thead>
<tbody>
<tr>
<td>24</td>
<td>4.3780</td>
<td>31.744</td>
<td>1050.000</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>UPPER LIMIT</th>
<th>OBSERVED FREQUENCY</th>
<th>PERCENTAGES</th>
<th>CUMULATIVE PERCENTAGES</th>
<th>CUMULATIVE REMAINDER</th>
<th>MULTIPLE OF MEAN</th>
<th>DEVIATION FROM MEAN</th>
</tr>
</thead>
<tbody>
<tr>
<td>23</td>
<td>9</td>
<td>37.50</td>
<td>37.5</td>
<td>62.5</td>
<td>0.986</td>
<td>-6.684</td>
</tr>
<tr>
<td>22</td>
<td>0</td>
<td>0.00</td>
<td>37.5</td>
<td>62.5</td>
<td>0.971</td>
<td>-6.592</td>
</tr>
<tr>
<td>27</td>
<td>0</td>
<td>0.00</td>
<td>37.5</td>
<td>62.5</td>
<td>0.971</td>
<td>-6.592</td>
</tr>
<tr>
<td>29</td>
<td>0</td>
<td>0.00</td>
<td>37.5</td>
<td>62.5</td>
<td>0.971</td>
<td>-6.592</td>
</tr>
<tr>
<td>31</td>
<td>0</td>
<td>0.00</td>
<td>37.5</td>
<td>62.5</td>
<td>0.971</td>
<td>-6.592</td>
</tr>
<tr>
<td>33</td>
<td>0</td>
<td>0.00</td>
<td>37.5</td>
<td>62.5</td>
<td>0.971</td>
<td>-6.592</td>
</tr>
<tr>
<td>39</td>
<td>0</td>
<td>0.00</td>
<td>37.5</td>
<td>62.5</td>
<td>0.971</td>
<td>-6.592</td>
</tr>
<tr>
<td>37</td>
<td>0</td>
<td>0.00</td>
<td>37.5</td>
<td>62.5</td>
<td>0.971</td>
<td>-6.592</td>
</tr>
<tr>
<td>45</td>
<td>0</td>
<td>0.00</td>
<td>37.5</td>
<td>62.5</td>
<td>0.971</td>
<td>-6.592</td>
</tr>
<tr>
<td>43</td>
<td>0</td>
<td>0.00</td>
<td>37.5</td>
<td>62.5</td>
<td>0.971</td>
<td>-6.592</td>
</tr>
<tr>
<td>49</td>
<td>0</td>
<td>0.00</td>
<td>37.5</td>
<td>62.5</td>
<td>0.971</td>
<td>-6.592</td>
</tr>
<tr>
<td>53</td>
<td>4</td>
<td>16.67</td>
<td>53.2</td>
<td>69.8</td>
<td>1.180</td>
<td>0.165</td>
</tr>
<tr>
<td>55</td>
<td>2</td>
<td>8.33</td>
<td>61.6</td>
<td>78.1</td>
<td>1.211</td>
<td>0.212</td>
</tr>
<tr>
<td>59</td>
<td>0</td>
<td>0.00</td>
<td>61.6</td>
<td>78.1</td>
<td>1.211</td>
<td>0.212</td>
</tr>
<tr>
<td>63</td>
<td>0</td>
<td>0.00</td>
<td>61.6</td>
<td>78.1</td>
<td>1.211</td>
<td>0.212</td>
</tr>
<tr>
<td>67</td>
<td>0</td>
<td>0.00</td>
<td>61.6</td>
<td>78.1</td>
<td>1.211</td>
<td>0.212</td>
</tr>
<tr>
<td>69</td>
<td>0</td>
<td>0.00</td>
<td>61.6</td>
<td>78.1</td>
<td>1.211</td>
<td>0.212</td>
</tr>
<tr>
<td>73</td>
<td>0</td>
<td>0.00</td>
<td>61.6</td>
<td>78.1</td>
<td>1.211</td>
<td>0.212</td>
</tr>
<tr>
<td>79</td>
<td>0</td>
<td>0.00</td>
<td>61.6</td>
<td>78.1</td>
<td>1.211</td>
<td>0.212</td>
</tr>
<tr>
<td>81</td>
<td>6</td>
<td>33.33</td>
<td>100.0</td>
<td>100.0</td>
<td>1.092</td>
<td>1.175</td>
</tr>
</tbody>
</table>

REMAINING FREQUENCIES ARE ALL ZERO

**TABLE NUMBER ORB12**

<table>
<thead>
<tr>
<th>ENTRY IN TABLE</th>
<th>MEAN ARGUMENT</th>
<th>STANDARD DEVIATION</th>
<th>SUM OF ARGUMENTS</th>
<th>NON-WEIGHTED</th>
</tr>
</thead>
<tbody>
<tr>
<td>21</td>
<td>2.567</td>
<td>5.895</td>
<td>96.000</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>UPPER LIMIT</th>
<th>OBSERVED FREQUENCY</th>
<th>PERCENTAGES</th>
<th>CUMULATIVE PERCENTAGES</th>
<th>CUMULATIVE REMAINDER</th>
<th>MULTIPLE OF MEAN</th>
<th>DEVIATION FROM MEAN</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>12</td>
<td>97.50</td>
<td>97.5</td>
<td>49.9</td>
<td>0.000</td>
<td>-0.324</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0.00</td>
<td>97.5</td>
<td>49.9</td>
<td>0.000</td>
<td>-0.324</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>14.29</td>
<td>71.8</td>
<td>23.6</td>
<td>0.790</td>
<td>-0.128</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>9.52</td>
<td>71.8</td>
<td>23.6</td>
<td>0.790</td>
<td>-0.128</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>9.52</td>
<td>71.8</td>
<td>23.6</td>
<td>0.790</td>
<td>-0.128</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0.00</td>
<td>71.8</td>
<td>23.6</td>
<td>0.790</td>
<td>-0.128</td>
</tr>
<tr>
<td>0</td>
<td>6</td>
<td>33.33</td>
<td>100.0</td>
<td>100.0</td>
<td>1.047</td>
<td>1.110</td>
</tr>
</tbody>
</table>

OVERFLOW, WITH AVERAGE VALUE: 16.00

**FIGURE 10**
Origin and Destination Tables

**FIGURE 11**
Simplified Switch Diagram
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