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ABSTRACT

The overarching goal of beamline design is to achieve a high brightness electron beam from the beamline.
Traditional beamline design studies involved separate optimizations of radio-frequency cavities, magnets,
and beam dynamics using different codes and pursuing various intermediate objectives. In this work, we
present a novel unified global optimization framework that integrates multiple physics modules for beamline
design as simulation functions for a two-stage global optimization solver.

1 INTRODUCTION

The design of an optimized beamline is a complex and labor-intensive task that involves combining the
dynamics of interacting particles with external fields produced by elements such as cavities or magnets.
In traditional design studies, the various components, such as beam dynamics, cavities, and magnets, were
optimized independently by separate individuals using different codes with isolated targeting objectives.

Given the ultimate goal of producing high brightness beam through the designed beamline, we propose
a unified framework which include three modules: 1) electromagnetic module (EMM) for solving the
resonant cavity eigenmodes field (based on SUPERFISH), 2) magnetostatic module (MSM) for magnet
studies (based on POISSON or parameter controlled extrapolated Bz curve), 3) beam dynamics module
(BDM) for particle tracking (based on ASTRA). A docker image with SUPERFISH/POISSON (Slepicka
2020) and a python tool (Mayes 2023) were used through the optimization work. To effectively handle a large
number of tuning variables during the global optimization process, a localized model-based optimization
method was employed, which requires fewer simulation evaluations than other comparable methods.

2 GLOBAL OPTIMIZATION WORKFLOW FOR ACCELERATOR DESIGN

To demonstrate the global optimization workflow, we employed the S-band (2.856 GHz) BNL type 1.5-cell
photogun as the prototype. As shown in Figure 1, coordinates of 14 control vertices were partially used
as input variables, offering high flexibility in adjusting the gun geometry in the EMM. The followed main
solenoid was fine-tuned by 6 control vertices to achieve an ideal field distribution (featuring a sharp rise
at the cathode surface). In practical applications, the MSM had the flexibility to interchange with a real
solenoid prototype model, allowing geometry tuning using POISSON. Then the on-axis Ez of the photogun
from EMM and the on-axis Bz of the main solenoid from MSM were used as external fields in the beam
dynamics module (BDM) for conducting beam dynamics simulations (Figure 1). The tuning variables in
the BDM include the gun phase and solenoid peak field.

To perform the global optimization we use a model-based multiobjective solver built with ParMOO
(Chang and Wild 2023) and distributed simulation evaluations on the high-performance computing (HPC)
system Bebop at Argonne using libEnsemble (Hudson et al. 2022). In ParMOO, we model each of the 23
input variables across all three modules as a continuous design variable. The unified framework is modeled
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as a single ParMOO simulation function, with multiple outputs including ∆ f (defined by | ftarget − fsimulate|,
where ftarget is of 2.856 GHz), -Q (-1 times the quality factor), and transverse beam emittance (εn)
downstream of the beamline. In order to steer ParMOO away from poor geometries, a few constraints are
implemented, which include particle death ratio of < 0.5%, ∆ f of < 0.5 MHz, and maintaining a reasonable
field balance between cells to ensure the desired operating π-mode.

Figure 1: A schematic diagram of a simplified beamline (left), and workflow of a single evaluation (right).

In order to efficiently tune 23 input variables (high-dimensional by global optimization standards) on a
limited budget, we perform a global search phase via a 800 point Latin hypercube design, followed by 300
iterations of localized Gaussian process modeling and trust-region descent. For further information, a similar
method is described on the ParMOO docs page. In each iteration of trust-region descent, we employed 15
randomized scalarizations to achieve coverage of the entire Pareto front, and fixed 1 scalarization in order
to specifically target low emittance solutions. This results in a batch size of 16, and a total simulation
budget of 5600 over all 300 iterations.

3 RESULTS AND CONCLUSION

One of the critical challenges is handling 23 variables while adhering to the strict constraints required by
the operation standard. To address this challenge, we employed a model-based trust-region optimizer that
efficiently handles a large number of design variables in the optimization process. By a given initial beam
source with spot size of 0.5 mm, bunch length (FWHM) of 300 fs, bunch charge of 100 pC, along with
a standard operation gun gradient of 150 MV/m, the emittance generated by the optimized beamline was
found to converge to approximately 0.3 µm (as shown in Figure 1), which is comparable to state-of-the-art
results. The framework offers great flexibility in accelerator design, making it easier to explore various
physics concepts and obtain more statistical results through systematic geometry tuning.
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