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ABSTRACT

We study a gradient-based algorithm for solving differentiable quantile optimization problems under a black-
box scenario. The algorithm finds improved solutions along the descent direction of the quantile objective
function, which is approximated at each step using a simultaneous perturbation technique that involves the
difference quotient of the output random variables. Compared to existing quantile optimization methods,
our algorithm has a two-timescale stochastic approximation structure and uses only three observations of
the output random variable per iteration without requiring knowledge of the underlying system model. We
show the local convergence of the algorithm and establish a finite-time bound on the convergence rate of
the algorithm. Numerical results are also presented to illustrate the algorithm.

1 INTRODUCTION

Consider optimizing the performance of a stochastic system or model, whose output is a random variable
Y (θ) with cumulative distribution function (c.d.f.) F(·;θ), where θ ∈ Θ ⊂ ℜd is the vector of decision
variables/parameters and Θ is the solution space. We allow the presence of both distributional and structural
parameters, meaning that elements of θ may directly appear in the system/model itself and/or as parameters
of the input distributions. In conventional stochastic optimization, the emphasis has been on optimizing
mean-based performance measures, where the objective functions are formulated in the form of expectations,
most commonly E[Y (θ)]. Numerous approaches have been proposed for addressing such problems. We
refer the reader to, e.g., Fu (2015) and references therein for a review of these different approaches.

In this work, we focus on the setting where the performance measure is given by the quantile of the
output random variable, i.e., an optimization problem of the form:

θ
∗ ∈ argmin

θ∈Θ

q(θ ;ϕ), (1)

where ϕ ∈ (0,1) is a specified probability level and q(θ ;ϕ) is the ϕ-quantile of Y (θ) defined by

q(θ ;ϕ) = inf{y : F(y;θ)≥ ϕ}.

In contrast to traditional mean-based objectives, which measure the average performance of a random
system, a quantile function can be used to capture the tail behavior of an output distribution. Therefore,
its effective optimization can be especially important in applications involving safety, reliability, or risk
factors, e.g., for the purposes of mitigating the effects of extreme events and improving system resilience.

It is well known that solving the problem (1) can be very challenging (Rockafellar 2020), because
unlike expectations, a quantile in general does not allow for an unbiased estimation. Prior works on this
topic are the mathematical programming approaches presented in Kibzun and Kurbakovskiy (1991), Kibzun
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et al. (2013), Vasiléva and Kan (2015) and the scenario optimization method of Zamar et al. (2017)—all
require knowledge of the output distribution. Other methods include the recursive algorithm presented in
Kim and Powell (2011) for heavy-tailed distributions; the quasi-gradient (QG) method proposed in Kibzun
and Matveev (2012) for convex objective functions; the stochastic Nelder-Mead method of Chang and Lu
(2014); and the Bayesian method used in, e.g., Wang et al. (2021), Sabater et al. (2021), which directly
uses simulation samples in a surrogate model to approximate the response surface of an unknown quantile
function. More recent developments are the multi-timescale stochastic approximation (SA) procedures
introduced in Hu et al. (2022), Jiang et al. (2022), and Hu et al. (2023). The former two procedures
incorporate results from quantile sensitivity estimation and can be viewed as SA methods with direct
gradient estimation (through techniques such as perturbation analysis or the likelihood ratio method), in
which knowledge of the system model is needed in deriving the estimators.

We assume that the quantile objective function is differentiable so that gradient-based search becomes
the optimization method of choice. This smoothness condition can be expected in many engineering
applications such as power system optimization (Conejo et al. 2010), queueing network optimization (Fu
and Hill 1997), and traffic simulation (Spall and Chin 1997). However, central to the context of problem
(1) is that neither the underlying system model nor the distribution F defining q(θ ;ϕ) is known, and the
question is how to effectively approximate the quantile gradient by using only observations of Y (θ). Such
a “black-box” setting precludes the adoption of the above-mentioned direct gradient techniques. The two
pieces of work that are most closely related to ours are the QG algorithm (Kibzun and Matveev 2012)
and the algorithms of Hu et al. (2023). The QG algorithm directly estimates quantile gradients via a
“standard” finite-difference (FD) method using the difference quotient of the quantile estimator based on
order statistics. Similar to the work of Hu et al. (2023), our proposed algorithm is, on the other hand,
motivated by the analytical form of the quantile gradient. However, instead of estimating the true quantile
gradient as in Hu et al. (2023), we make use of the observation that the descent direction of the objective
function q(θ ;ϕ) in (1) is in the negative direction of the the output c.d.f. gradient, which allows its
FD approximation via a simultaneous perturbation (SP)-type estimator along the lines of Spall (1992).
The resultant approximation procedure, when coupled with another recursive procedure replacing order
statistics for quantile estimation, leads to a two-timescale SA algorithm we call quantile optimization via
two-timescale simultaneous perturbation (QO-TSP) for optimizing (1). QO-TSP eliminates the estimation
bias and noise by averaging all historical data collected over the iterations, and thus only requires three
observations of the output random variable at each iteration, regardless of problem dimension. Under mild
regularity conditions, we present the general local convergence property of QO-TSP. Then, for the class of
strongly convex objective functions, we further establish, through a fixed-point argument introduced in Hu
et al. (2023), a finite-time bound on the algorithm performance, suggesting that the optimal convergence
rate of QO-TSP, when stated in terms of the mean absolute error (MAEs) of the solutions produced, is
upper bounded by O(k−2/7), where k is the number of algorithm iterations.

The rest of this paper is organized as follows. In Section 2, we motivate the proposed SP gradient
estimator and describe the QO-TSP algorithm. In Section 3, we present the convergence and convergence
rate results of the algorithm, followed by preliminary computational experiments in Section 4 to illustrate
its performance. Finally, Section 5 concludes the paper.

2 A SP-BASED QUANTILE OPTIMIZATION ALGORITHM

When the quantile objective function q(θ ;ϕ) is differentiable, the following simple gradient-based local
search algorithm can be applied for solving (1):

θk+1 = θk −αk∇̂qk(θk;ϕ), (2)

where αk > 0 is the step-size and ∇̂qk(·;ϕ) represents an estimator of the quantile gradient, which is the
key element in defining the algorithm. In the black-box setting where only the observations of Y (θ) are
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available, the construction of the gradient estimator is often carried out using FD methods. In particular,
a straightforward symmetric FD version of the estimator can be written as follows:

∇̂iqk(θ ;ϕ) =
q̂(θ + ckei;ϕ)− q̂(θ − ckei;ϕ)

2ck
, i = 1, . . . ,d, (3)

where ∇̂i denotes the ith component of the gradient estimator, ei denotes the unit vector in the ith direction,
and ck > 0 is the perturbation size satisfying ck → 0 as k → ∞. The implementation of (3) requires another
estimation procedure to approximate the true quantiles at the two perturbed parameter vectors θ ± cei.
However, different from mean estimation, one challenge is that the biases involved in estimating these
quantiles cannot be easily eliminated in the same way that estimation noises are averaged out over the
iterations. Note that even a relatively small bias effect in the q̂ estimates could be significantly amplified by
a small perturbation size ck in the denominator, which means that the estimation procedure would need to
have a strong enough tracking ability to ensure that the resultant estimates q̂ could closely follow the true
quantiles as ck → 0. For example, when order statistics are used to estimate the quantiles, i.e., the approach
taken by Kibzun and Matveev (2012), it has been shown that the sample size required at each iteration
will at least be growing at the rate of k2 in order to make the gradient descent procedure (2) convergent.

Assume that for each θ ∈Θ, the c.d.f. F(·;θ) is differentiable with a probability density function (p.d.f.)
f (·;θ) so that the quantile q(θ ;ϕ) can be equivalently written as q(θ ;ϕ) = F−1(ϕ;θ). We now describe
a computationally appealing approach based on the following result, which is obtained by differentiating
both sides of the identity F(q(θ ;ϕ);θ) = ϕ , yielding an analytical form for the quantile gradient; see, e.g.,
Fu et al. (2009):

∇θ q(θ ;ϕ) =−
∇θ F(y;θ)|y=q(θ ;ϕ)

f (q(θ ;ϕ);θ)
. (4)

A simple observation is that the density in the denominator of (4) is always non-negative, so that the
quantile gradient shares the same direction as −∇θ F(y;θ)|y=q(θ ;ϕ). This allows the descent direction of
q(θ ;ϕ) at a given θ to be approximated by constructing an estimator for ∇θ F(y;θ) and then replacing y
by an estimate of q(θ ;ϕ).

In particular, for a fixed θ ∈ Θ, the quantile q(θ ;ϕ) can be estimated in a recursive way by using the
procedure introduced in Hu et al. (2022):

qk+1 = qk + γk(ϕ − I{Y (θ)≤ qk}), (5)

where qk is the current estimate of q(θ ;ϕ) at step k, γk > 0 is the step-size, and I{·} denotes the indicator
function. The procedure can be justified as follows. Note that given qk, the conditional expectation
E[I{Y (θ)≤ qk}|qk] = F(qk;θ). Thus, the differences I{Y (θ)≤ qk}−F(qk;θ), k = 0,1, . . . basically act as
martingale difference noise terms that cancel out each other over the iterations. As a result, recursion (5)
can be viewed as an SA procedure for approximating the solution to the stochastic root-finding problem
F(q;θ) = ϕ and hence converges to its unique solution q(θ ;ϕ) as k → ∞.

On the other hand, because E[I{Y (θ)≤ y}] = F(y;θ), a symmetric FD estimator analogous to (3) can
be used for estimating the c.d.f. gradient:

∇̂iF(y;θ) =
I{Y (θ + ckei)≤ y}− I{Y (θ − ckei)≤ y}

2ck
, i = 1, . . . ,d. (6)

Since the perturbation is carried out separately for each element of θ , each iteration of (6) requires 2d
samples of the output random variable. For high-dimensional problems, this could be computationally
demanding. Therefore, we instead consider an SP variant of (6) by following the idea introduced in Spall
(1992), in which all components of the parameter vector θ are simultaneously varied in random directions.
Specifically, the symmetric SP estimator for the c.d.f. gradient is given by

∇̃F(y;θ) =
I{Y (θ + ck∆k)≤ y}− I{Y (θ − ck∆k)≤ y}

2ck∆k
, (7)
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where ∆k = (∆k,1, . . . ,∆k,d)
T is a zero-mean random direction with i.i.d. components, and the division by the

vector ∆k is component-wise. To gain some insight into this procedure, we consider (7) in its deterministic
form because just like in equation (5), the estimation noise will be averaged out over the course of the
iterations. Note that conditional on ∆k, the expectations of the two indicator terms in (7) are given by
F(y;θ ±ck∆k). Applying a first-order Taylor series expansion to these two functions around θ and taking
the difference, it can be readily observed that

F(y;θ + ck∆k)−F(y;θ − ck∆k)

2ck∆k
≈ ∇θ FT (y;θ)∆k

∆k
.

Thus, by taking expectations (w.r.t. ∆k) on both sides and invoking the fact that E[∆k,i/∆k, j] = 0 for
all i ̸= j, we have E[∇̃F(y;θ)|θ ] ≈ ∇θ F(y;θ). This shows that the similar gradient estimation effect of
the usual FD scheme can be achieved by (7) with only two output measurements, which may result in a
significant improvement in algorithm efficiency on high-dimensional problems.

Our gradient descent procedure follows the same structure as (2) but with −∇̃F(y;θ) replacing
∇̂qk(θk;ϕ). This, when coupled with the recursive quantile estimation procedure (5), leads to the following
algorithm we propose:

QO-TSP
Step 0: Choose initial estimates q0, θ0. Specify sequences {αk}, {γk}, {ck}, and a quantile level ϕ .

Set the iteration counter k = 0.
Step 1: Repeat the following steps until a stopping condition is satisfied:

qk+1 = qk + γk(ϕ − I{Y (θk)≤ qk}), (8)

θk+1 = ΠΘ

[
θk −αk

(
−I{Y (θk + ck∆k)≤ qk}+ I{Y (θk − ck∆k)≤ qk}

2ck∆k

)]
, (9)

k = k+1,

where in (9), ΠΘ(·) is a projection operator that bring an iterate back onto the solution space Θ whenever it
becomes infeasible. QO-TSP is a two-timescale SA algorithm and its implementation requires the step-size
αk to be chosen very small relative to γk. Roughly speaking, this is because the convergence of the quantile
estimates qk relies on the sequence {Y (θk)} being generated under a fixed parameter vector θk. Setting αk
small makes the increments in θk appear negligible. As a result, when viewed from the qk recursion (8),
the parameter vector θk would appear to be fixed at a constant value.

3 CONVERGENCE PROPERTIES OF QO-TSP

Let Fk =σ{q0,θ0, · · · ,qk,θk}, k= 0,1, · · · , be the sequence of increasing σ -fields generated by the sequences
of random iterates {qk} and {θk}. We assume that the feasible region Θ is a convex, compact set that takes
the form Θ = {θ ∈ ℜd : h j(θ)≤ 0, j = 1, · · · ,m}, where h j(·), j = 1, · · · ,m, are continuously differentiable
functions satisfying ∇θ h j(θ) ̸= 0 whenever h j(θ) = 0; see, e.g., Kushner and Yin (1997). For a given
θ ∈ Θ, let S be the support of Y (θ). We assume that S is unaffected by the choice of θ . Denote ∥ ·∥ as
the Euclidean norm. For notational ease, we let I±k := I{Y (θk ±ck∆k)≤ qk} and Dk := (−I+k + I−k )/2ck∆k.

3.1 Strong Local Convergence

Using the projection ΠΘ(·) in (9) has the same effect of using an extra correction term Zk in the recursion;
see, e.g., Kushner and Yin (1997). This allows us to put (9) in the equivalent form

θk+1 = θk −αk

(−I++ I−

2ck∆k

)
+αkZk, (10)
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where αkZk is the vector with the shortest Euclidean length required to bring θk −αkDk back to Θ whenever
it lies outside of Θ. In our setting, because Θ is a convex set, Zk ∈ −C(θk+1), where C(θ) is the normal
cone to Θ at θ given by C(θ) := {ν ∈ ℜd : νT (θ̃ −θ)≤ 0,∀θ̃ ∈ Θ}.

Our main convergence result is established based on the following regularity conditions:

A1. (i). Let N (Θ) be an open neighborhood of Θ. The c.d.f. F(·; ·) is thrice continuously differentiable
in both arguments with its partial derivatives uniformly bounded on S ×N (Θ)

(ii). There is a constant C f > 0 such that f (y;θ)≤C f for all y ∈ S , θ ∈ Θ.
A2. The random perturbations {∆k} are i.i.d. and are independent of Fk. The components of each

{∆k} are i.i.d., follow the symmetric Bernoulli distribution P(∆k,i = 1) = P(∆k,i = −1) = 1/2 for
i = 1, · · · ,d.

A3. The step-size sequences {αk}, {γk}, and the perturbation size sequence {ck} satisfy the following
conditions:
(i). αk, ck > 0, ck → 0, ∑

∞
k=0 αk = ∞, ∑

∞
k=0 α2

k /c2
k < ∞;

(ii). γk > 0, ∑
∞
k=0 γk = ∞, ∑

∞
k=0 γ2

k < ∞, αk = o(γk).

Because the analysis of symmetric SP gradient approximation schemes such as (7) is frequently carried out
using a third-order Taylor series expansion, the c.d.f. F is taken to be three-times continuously differentiable;
see, e.g., Spall (1992) for a similar condition in the mean-based setting. The Bernoulli random direction
in A2 is commonly used when implementing SP-based gradient estimators. A3 is also standard in the SA
literature; see, e.g., Spall (1992), Kushner and Yin (1997), Borkar (2008).

We have the following convergence result for QO-TSP, indicating that the asymptotic behavior of
the algorithm is primarily governed by the limiting behavior of the solutions to an underlying ordinary
differential equation (ODE). If the equilibria of the ODE are isolated and all lie in the interior of Θ, then the
algorithm will converge to a first-order stationary point of (1). In particular, when the objective function
is strictly convex, the algorithm converges globally to the optimal solution.
Theorem 1 Let Assumptions A1-A3 hold. Then w.p.1 the sequence {θk} generated by QO-TSP converges
to some limit set of the projected ODE

θ̇(t) = ∇θ F(y;θ)|θ=θ(t),y=q(θ(t);ϕ)+ z(t), t ≥ 0, (11)

where z(t) ∈ −C(θ(t)) is the minimum force needed to keep the trajectory θ(t) in Θ. If, in addition, the
objective function q(θ ;ϕ) is strictly convex on Θ, then {θk} converges to the unique optimal solution θ ∗

to (1) w.p.1.
We briefly comment on the proof of Theorem 1. The rigourous analysis is lengthy but essentially

follows the same ODE approach laid out in Hu et al. (2022). First, we show that the quantile estimates
{qk} generated by (8) remains bounded w.p.1 and that the gradient estimation bias in (7) is of order
O(c2

k), where the latter is established using a third-order Taylor series expansion as opposed to a first-order
expansion as alluded to in Section 2. Then, the joint behavior of the recursions (8) and (9) is examined
along the timescale defined by {γk}. In particular, the almost sure boundedness of {qk} and {θk} (due to the
projection) allows us to construct path-wise continuous-time interpolations of {qk,θk} and characterize their
long-run behavior using a set of coupled limiting ODEs. This leads us to the conclusion that qk → q(θk;ϕ)
as k → ∞ w.p.1. This result, together with the O(c2

k) order of the gradient estimation bias, further suggests
that (9) can be written in the form of a generalized Robbins–Monro SA algorithm containing the true
c.d.f. gradient, two bias terms (due to the approximation errors of qk and the SP gradient estimation), a
martingale difference noise term, and an additional projection term Zk. Hence, the desired convergence
result follows by directly applying Theorem 5.2.3 in Kushner and Yin (1997). Due to space limitation, we
omit the detailed derivation/proof steps and instead refer the reader to Hu et al. (2022) for a comprehensive
development of the approach.
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3.2 Rate of Convergence

The convergence rate study is carried out under more stringent conditions. Specifically, we consider the
case where q(θ ;ϕ) is twice continuously differentiable on Θ and is strictly convex with its unique optimal
solution θ ∗ lying in the interior of Θ. Let the step- and perturbation-sizes to be of the standard forms
αk = a/kα , γk = r/kγ and ck = c/kτ for α,γ,τ ∈ (0,1) and a,r,c > 0. In addition to the conditions imposed
in Section 3.1, we also make the following assumptions:

B1. For almost all (qk,θk) pairs, there exists a constant ε > 0 such that f (y;θk) ≥ ε ∀y in the line
segment between qk and q(θk;ϕ).

B2. Denote λ (θ) as the smallest eigenvalue of the Hessian matrix H(θ) := ∇2
θ

q(θ ;ϕ). There exists a
constant ρ > 0 such that λ (θ)> ρ for all θ in the line segment connecting θk and θ ∗.

B1 essentially requires the output density to be bounded away from zero, and its suitability has been
discussed in Hu et al. (2022). B2, in a sense, is stronger than the strictly convex condition stated in the
second part of Theorem 1 and is satisfied when q(θ ;ϕ) is strongly convex on Θ, a condition commonly
assumed in the literature for analyzing the convergence rates of gradient descent algorithms; see, e.g.,
Ghadimi and Lan (2012).

The next result characterizes the order of the approximation errors of the sequence of quantile estimates
{qk}. The proof of this result is based on a fixed-point approach introduced in Hu et al. (2023). The general
idea is to exploit the recursive relationship between the MSEs of successive quantile estimates and then
devise a sequence of iteration-dependent contraction mappings to quantify the estimation errors accrued
during the search. For a full development of the approach, the reader is referred to Hu et al. (2023).
Lemma 1 If A1-A3 and B1 hold, then the sequence {qk} generated by QO-TSP satisfies√

E[(qk −q(θk;ϕ))2] = O
(

αk

ckγk

)
+O(γ

1
2

k ). (12)

Lemma 1 reveals that the convergence rate of {qk} is not only determined by the step-size γk used in
(8), but also by the varying speed of underlying parameter vector θk. Note that the ratio αk/ck in the first
term on the right-hand-side of (12) essentially reflects the amount of increment in θk at each step (see (9)).
Thus, to allow proper tracking of the true quantiles q(θk;ϕ) as the underlying θk changes over time, the
step-size γk should be taken large relative to the changes in θk so that αk/ckγk → 0 as k → ∞. However,
using too large a value of γk would cause (12) to be dominated by the O(γ

1/2
k ) term, slowing down the

convergence. Suppose the underlying θk is fixed, i.e., αk = 0, then the first term on the right-hand-side of
(12) vanishes, and the mean absolute errors (MAEs) of {qk} converge at the rate O(γ

1/2
k ).

Using the result of Lemma 1, the following main convergence rate result is then obtained through a
similar fixed-point argument:
Theorem 2 If A1-A3 and B1-B2 hold, then the sequence {θk} generated by QO-TSP satisfies

E[∥θk −θ
∗∥] = O

(
αk

ckγk

)
+O(γ

1
2

k )+O(c2
k)+O

(
α

1
2

k
ck

)
. (13)

Clearly, the convergence rate of the algorithm is dominated by the order of the slowest component on
the right-hand-side of (13). Thus, the best decay rates of the algorithm parameters can be found by solving
the optimization problem

max
α,γ,τ

min
{

α − γ − τ,
γ

2
,2τ,

α

2
− τ

}

s.t.


1
2
<

1
2
+ τ < α,

1
2
< γ < α < 1,
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where the first constraint above is due to A3(i) and the second constraint is imposed to ensure that A3(ii)
is satisfied. This in turn yields α ≈ 1, γ = 4/7, and τ = 1/7, indicating that the best converge rate of the
algorithm, in terms of the MAEs of the sequence {θk} generated, is upper bounded by O(k−2/7).

4 NUMERICAL EXAMPLES

To illustrate the algorithm, we consider some computational experiments on the following test functions:

1. Y (θ) = 5exp
(
(θ1 −1)2 +(θ2 −2)2

)
X + exp((θ1 −1)(θ2 −2)), where Θ = [0,2]× [1,3];

2. Y (θ) = [∑d
i=1(θi − i)2 +1]X , where θi ∈ [i−1, i+1] and d = 10;

3. Y (θ) = ∑
d
i=1(θ

3
i −5θ 2

i +θi)
d +X , where Θ = [1,5]d and d = 20;

4. Y (θ) = ∑
d
i=1(θi−i/2)2

d X + ∑
d
i=1(θi−i)θi

d , where θi ∈ [ i
2 −1, i

2 +1] and d = 50,

where in each case, X can be viewed as the input random variable. Note that these functions are artificially
chosen to have explicit forms so that their exact optimal solutions can be obtained analytically for comparison
to the numerical solutions. However, such information is not exploited in QO-TSP.

The dimensions of these test functions vary from 2 to 50. Problem 1 only contains two decision
variables. Problem 2 scales the input random variable by stretching it along the horizontal direction. As the
problem dimension increases, the output distribution may become very flat, making its high level quantiles
difficult to estimate. Problem 3, on the other hand, shifts the input distribution without changing its shape.
However, under the optimal parameter values, the output distribution quantiles are very distant from the
origin, so predicting their values could also be challenging. In problem 4, the input random variable is
both shifted and scaled, but to a moderate degree. For each test problem, we consider two types of noise
distribution: X ∼Cauchy(0,1) and X ∼ Normal(0,1), and two quantile levels: ϕ = 0.6, ϕ = 0.95. There
are 16 test scenarios in total. Note that under the Cauchy noise, neither the mean nor the variance of the
output distribution exists.

The performance of QO-TSP is compared with that of the QG algorithm of Kibzun and Matveev (2012).
As described in Section 2, the QG algorithm uses the symmetric FD estimator (3) for approximating the
quantile gradient, where each q̂ in the numerator is obtained as the ⌈nkϕ⌉th order statistic of an output
sample of size nk. Thus, one gradient estimate requires 2dnk output observations. In our experiments,
we take nk = ⌈k2.003⌉. The perturbation size and the step-size in the descent recursion (2) are taken to
be 1/k0.501 and 1/k, respectively. This choice is the minimal required for the convergence of QG; see,
Theorem 8 of Kibzun and Matveev (2012). In addition to QG, we have also implemented a common
random number (CRN) version of QO-TSP, denoted as QO-CRN. This is conducted in the same spirit as
in Kleinman et al. (1999), in which the two output random variables Y (θk ± ck∆k) in (9) are generated
using the same stream of random numbers with the hope to reduce the variance of the gradient estimator.

In both QO-TSP and QO-CRN, the decay rates of the step- and perturbation-sizes are determined based
on the results of Section 3.2, i.e., α = 0.99 (note that α ∈ (0,1)), γ = 4/7, and τ = 1/7. We take these
parameters of the forms αk = κ1(2R)α/(k+R)α , ck = κ2(2R)τ/(k+R)τ , and γk = R/kγ , which resemble
those suggested in, e.g. Spall (2003), where R is a hyperparameter that represents m percent of the maximum
number of iterations allowed and κ1, κ2 are used to ensure non-negligible αk and ck values during the first
R iterations. We have experimented with different values of κ1, κ2 and m by running the algorithm on the
test functions with reduced numbers of iterations. Our numerical results are based on the values listed in
Table 1, which yield reasonable performance in each test scenario.

We set the total number of output evaluations to 3×104 for problem 1, and 3×105 for the rest of the
test functions. For each of the respective 16 test scenarios, we perform 40 independent replication runs
of all three algorithms, where each run is initialized by randomly selecting θ0 from Θ. Tables 2-3 show
the means and standard errors (over 40 runs) of the true quantile values at the final solutions found by the
three comparison algorithms. In each column of the tables, the result that is closest to the true optimal
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Table 1: Choices of κ1, κ2, and m in QO-TSP and QO-CRN.

Problem 1 2 3 4
κ1 0.05 0.05 1 0.05
κ2 0.5 0.5 2 0.5
m 0.1 0.1 0.1 1

value is shown in bold. The convergence behavior of the algorithms can be visualized in Figures 1 and
2, which plot the true quantile values at the current estimated solutions as functions of the numbers of
output evaluations consumed. Test results indicate reasonable performance of QO-TSP. In particular, the
algorithm outperforms QG within the allowed budget in the majority of the test cases. Also, in many cases,
the use of CRNs may drastically reduce the variance of the gradient estimator, leading to significantly
improved convergence behavior. We observe from the tables that with the exception of the 2-dimensional
case, QO-CRN not only yields solutions that are closest to the optimal values but also shows smaller
standard errors than those of QO-TSP and QG.

Table 2: Performance of QO-TSP, QO-CRN, and QG (Cauchy distribution case).

Problem 1 2 3 4
ϕ = 0.6

Optimum 2.62 0.32 -14.91 -214.63
QO-TSP 2.74 (1.93e-2) 0.34 (1.17e-3) -14.85 (2.22e-3) -214.60 (1.02e-3)
QO-CRN 2.71 (1.39e-2) 0.33 (2.47e-4) -14.88 (1.78e-4) -214.62 (3.68e-5)

QG 2.66 (5.81e-3) 0.59 (2.26e-2) -13.44 (7.56e-2) -213.96 (9.03e-3)
ϕ = 0.95

Optimum 32.57 6.31 -8.92 -214.63
QO-TSP 33.80 (1.94e-1) 6.38 (7.47e-3) -8.87 (2.40e-3) -214.57 (1.91e-3)
QO-CRN 33.81 (2.80e-1) 6.33 (4.72e-3) -8.89 (1.71e-4) -214.62 (1.27e-5)

QG 49.13 (3.62) 19.59 (1.36) -4.27 (1.58e-1) -211.51 (5.16e-2)

Table 3: Performance of QO-TSP, QO-CRN, and QG (Normal distribution case).

Problem 1 2 3 4
ϕ = 0.6

Optimum 2.27 0.25 -14.98 -214.63
QO-TSP 2.34 (8.69e-3) 0.26 (6.43e-4) -14.76 (6.13e-3) -214.62 (3.13e-4)
QO-CRN 2.33 (1.59e-2) 0.25 (1.16e-4) -14.77 (6.86e-3) -214.62 (1.54e-4)

QG 2.28 (2.26e-3) 0.49 (1.64e-2) -14.13 (5.14e-2) -214.12 (1.07e-2)
ϕ = 0.95

Optimum 9.22 1.64 -13.59 -214.63
QO-TSP 9.25 (4.90e-3) 1.65 (3.07e-4) -13.56 (8.92e-4) -214.61 (2.88e-4)
QO-CRN 9.24 (5.61e-3) 1.64 (2.57e-7) -13.57 (7.48e-5) -214.62 (1.88e-5)

QG 9.25 (4.94e-3) 1.65 (5.86e-4) -12.66 (6.48e-2) -213.59 (1.60e-2)

5 CONCLUSIONS

In this paper, we have proposed a new FD-based gradient descent algorithm for solving differentiable quantile
optimization problems under a black-box scenario. The key observation is that the quantile gradient shares
the same direction as the negative output c.d.f. gradient, which can be effectively approximated using only
the system/model output information through an SP-style estimator. The gradient estimator, when combined
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Figure 1: Performance of QO-TSP, QO-CRN and QG under Cauchy noise.
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Figure 2: Performance of QO-TSP, QO-CRN and QG under Normal noise.
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with a separate recursive quantile estimation procedure, gives rise to a two-timescale SA algorithm that
requires only three observations of the output random variable at each iteration. We have shown the general
local convergence property of the algorithm and provided a finite-time performance bound to characterize
its rate of convergence. Preliminary numerical results suggest that the algorithm could lead to improved
performance over an earlier method that relies on traditional FD and order statistics in quantile gradient
estimation. However, one practical issue is the choice of algorithm parameters. In particular, because
the c.d.f. gradient only provides the descent direction of the quantile function, not its magnitude, our
experiments indicate that a good choice of the step-size parameter appears to be highly problem-dependent.
How to determine these parameters is an important issue that remains to be investigated.
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