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School of Mathematical and Statistical Sciences
Arizona State University

900 Palm Walk
Tempe, AZ 85281, USA

ABSTRACT

Digital factories have been recognized as a paradigm with considerable promise for improving manufacturing
performance. Digital Twins have emerged as a powerful tool to improve control performance for large-scale
smart manufacturing systems. We argue that DT-based smart factories are vulnerable to attacks that use
the DT to damage the system while remaining undetectable, specifically in high-cost processes, where DT
technologies are more likely to be deployed. As an instructive example, we look into smart semiconductor
processes with focus on photolithography. To this end, we formulate a static optimization problem to
maximize the damage of a cyber-attack against a photolithography digital twin that minimizes detectability
to the process controller. Results demonstrate that this problem formulation provides attack policies that
successfully reduce the throughput of the system at trade off of increased detectability to a common
process control technique. Results encourage more research in the domain, especially to face scalability
and policy-like solutions.

1 INTRODUCTION

Digital factories have been recognized as a paradigm with a considerable promise for improving manu-
facturing performance, and both industry and public funding have been dedicated to methodologies and
tools/technologies to support its development. Industrial Internet of Things (IIoT) and artificial intelligence
have been increasingly adopted on the factory floor, leading to smart factories with connected machines and
operators, and simulations in-the-loop. As an example, sensors, with their associated connectivity and the
cloud storage to maintain data, have led to a revolutionary impact on performance improvement, preventive
maintenance, and asset management (Technology and Services Industry Association 2022; Link Labs IoT
Technology 2023; NOKIA Solutions 2023). It is less clear to what extent these technologies can improve
system-level performance, particularly in large-scale factories, such as in semiconductors with its thousands
of manufacturing processes and sub-processes and what are potential risks. In fact, DTs (Technology and
Services Industry Association 2022; Jiang et al. 2021; Schleich et al. 2017; Negri et al. 2017; Li et al.
2022) have emerged as a potential solution to embed and integrate sensor data into factory decision-making
by providing model-driven augmentations of these data through simulation, optimization, and forecasting.

We argue that a fundamental aspect to consider for DT-based smart factories implementations is that
the system is made vulnerable to attacks that can use the DT information and be hard to detect while
damaging the system performance.

The United States Department of Homeland security investigated 63 cyber-attacks against critical
manufacturers in 2016 (United States Department of Homeland Security 2016). In 2017, Renault-Nissan
was one of numerous organizations that suffered as part of the WannaCry ransomware attack. In this attack,
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five manufacturing facilities were forced into a shutdown for several days (Eisenstein, Paul 2017). IBM
estimates that the average cost of a data breach in 2022 at $4.35 million, a 13% increase from 2020 (IBM
2022). Beyond data breaches, damage to work-in-process items or equipment is possible in some extreme
cases. During the Stuxnet attack in 2012 a computer worm was utilized to damage nuclear centrifuges by
targeting their control systems (Sturm et al. 2014). This attack is estimated to have ruined approximately
one-fifth of Iran’s nuclear centrifuges (Kelley, Michael 2013). The risks presented by these attacks is
unacceptable for many high-end manufacturing facilities. We argue that this is particularly the case for
facilities that have high value assets that fabricate critical products.

This paper will focus on the potential risks that cyber-attacks pose to cyber-physical digital twin controlled
semiconductor photolithography processes, when the cyber-attack specifically concerns the digital twin.
Due to the high costs of these processes and high level of automation present in photolithography (Byrne
2007), these vulnerabilities have come under increased scrutiny due to upticks in cyber-attacks. In particular,
we focus on stealthy attacks, i.e., situations where the anomaly detection cannot identify the attack. To
achieve this, we will utilize the DTFab simulation model implemented in (Pedrielli et al. 2023) to examine
the possibility for a cyber-attacker to stealthily attack a semiconductor wafer photolithography process.
This model is a discrete event simulation coded in Python (version 3.88) using the SimPy library. This
model serves as a simulated replica of a physical photolitography process that mimics the behavior of true
system. In this model, lots composed of homogeneous wafers move through a photolithography process
completing a series of operations (develop, bake, scan and several manipulations) before departing the
system. To complete the scan operation, which is responsible to impress the wafers, a number of identical
photolitography machines (each of a value ranging from 100 to 200 Million dollars) operate using mounted
reticles in parallel and perform operations. When a lot has completed processing, the digital twin performs
a reticle switch between the idle tool and the main storage before the next lot begins processing.

The primary purpose of the DTFab twin is to handle the allocation of reticles and product lots to
stations. Hence, we will assume that an attacker is able to influence these functions of the physical system.
In particular, we will assume that the access prevents the attacker from doing physical damage to the
equipment or product, however, it will be able to “fake” states that are relevant to the reticle management
system of the photolithography process. Hence, the damage is largely attributable to the capability of the
attacker to generate inefficiencies in the flow of wafers and the flow or reticles in a way that damages the
system throughput (Benzoni et al. 2020; Byrne 2007). Specifically, we will assume that the attacker’s goal
is to hinder the process long-term throughput while minimizing detectability. To measure this detectability,
we will assume that the system utilizes a process control chart operated on the physical layer of the system.
We utilize this method because prior literature has already discussed the risks of a compromised digital twin
that is used for anomaly detection (Danilczyk et al. 2021; Sahal et al. 2021). The exact implementation
details for this model can be found in (Pedrielli et al. 2023).

The approach taken to examine this problem as well as justifications for various decisions can be found
in Section 3.

2 LITERATURE REVIEW

A rich literature is dedicated to the study of cyber-attacks with a variety of approaches due to the wide
variety of attacks and defense mechanisms that have been proposed and currently are employed in industry.
Because of this, we organized the literature analysis intro three focus areas: (i) First we review approaches
for cyber-attacks on general IoT devices, then (ii) we review methodologies for attacks on cyber-physical
systems in particular, and finally (iii) we discuss the specific dangers that these attacks pose on manufacturing
systems utilizing digital twin technology.
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2.1 General IoT Cyber-attacks

Many industries such as healthcare, industrial manufacturing, and vehicle automation utilize IoT sys-
tems (Misra and Saha 2019). Since a compromise of the cyber-security layer of the system can have
disastrous consequences, a great quantity of literature is dedicated to examining methods that can protect
against these attacks. Alsamiri and Alsubhi (2019) discuss the use of machine learning algorithms to detect
cyber-attacks within IoT systems. The authors specifically note that these algorithms can be divided into
two detection methods, anomaly based and signature based. Anomaly based detection methods observe
network traffic and mark suspicious traffic as an attack. They observe that a problem with this type of
machine learning detection is the potential of a false positive. Uncommon traffic patterns for a system,
which may be entirely legal, may result in the machine learning agent tagging the traffic as an attack.
Examples of this approach can be seen in the works by Baig et al. (2020), and Koroniotis, Moustafa,
Sitnikova, and Turnbull (2019). While these machine learning algorithms are able to change their behavior
and learn with new data, they are highly resource intensive (Garcia-Teodoro et al. 2009). The signature
based approach is discussed in the works by Hubballi and Suryanarayanan (2014) and Ioulianou et al.
(2018). These signature based approaches are successful at detecting known attacks, but struggle to identify
new kinds of attacks.

2.2 Cyber-attacks Against Cyber-Physical Systems

An example of this type of attack was the Stuxnet attack against the centrifuges Iran used to refine
uranium (Sturm et al. 2014). Where, the attacker was able to gain control of the centrifuges through the
controlling software and feed falsified data back to the controller. Damaging the equipment, while making
it seem as if the equipment was all clear from the perspective of the operator (Kelley, Michael 2013).

Additive manufacturing is one sector that has dealt with the potential of cyber-attacks such as these.
The risks of these attacks such as damaged final product, damaged equipment, or intellectual property theft,
are discussed in Yampolskiy et al. (2015). Turner et al. (2015) presents several different attack approaches
and tests which defense measures and attacks were most efficacious. Zeltmann et al. (2016) examines
the ability to hide embedded defects in a compromised additive manufacturing process. While the defect
was undetectable to an ultrasonic inspection, the defect did not produce a significant decrease in tensile
strength.

2.3 Cyber-attacks Against Digital Twin Systems

Prior research about digital twins and attack detection has been conducted in the context of utilizing the
digital twin as an anomaly detection method to detect when an attack has occurred. Xu et al. (2021)
implements a machine learning algorithm to work with a continuously built digital twin called ATTAIN.
Zhao et al. (2022) presents a framework where the state of the physical system and digital twin simulation
are continually synchronized and differences between the simulated state and physical state are observed.
These differences can be observed and analyzed to attempt to detect anomalies. Eckhart and Ekelhart
(2018) demonstrate the ability for a digital twin to be used as an experimental platform for attacks on a
CPS. Beyond attempting to detect malicious attacks, digital twins are also used to detect general process
anomalies from deteriorating equipment or a system shifts. Sahal et al. (2021) uses this method to detect
erratic behavior in a network of wind turbines. Danilczyk et al. (2021), uses digital twin technology to
detect anomalies in a sensor network. These approaches highlight a serious security issue. An attacker
who gains control of the digital layer of the system, also gains control of the anomaly detection, and is
thus able to circumvent the physical system’s defenses.

Research on attacks against the digital twin component of the system is less extensive. Eckhart and
Ekelhart (2019) additionally discuss the use of a compromised digital twin to control the physical elements
of the system. In a compromised digital twin, an attacker could hide their attack on the physical system
through an attack on the digital half. Another common use case for digital twins is as a comparison
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point for process data. In this situation, a compromised digital twin could result in a Garbage In Garbage
Out situation, where the perceived baseline data created by the digital twin is bad from the start. Suhail
et al. (2022) discuss the potential for a blockchain based digital twin, where a blockchain’s decentralized
nature makes it resilient to unauthorized alterations. They note that this does not entirely prevent the attack
scenario, a bad actor having access to the system could result in bad data being recorded to the blockchain
in the first place.

2.4 Contribution

Preexisting literature has clearly demonstrated the risks associated with a compromised digital twin. These
risks pose serious questions for industries seeking to enhance their production systems through the use
of this technology. In this paper, we focus on the semiconductor manufacturing industry. The current
semiconductor industry exists at a specific intersection of possessing both highly expensive equipment that
is also highly automated. As the semiconductor industry frequently employs IoT to manage its hardware,
and has recently made advancements to incorporate digital twins, there is substantive risk should the security
of the system be compromised. Because of this, we wish to explore the potential for an attacker who
has gained access to the controlling digital twin to hinder the throughput of the process while remaining
undetected by a process control chart.

3 PROPOSED APPROACH

As we are attempting to analyze the vulnerabilities of a system with a compromised digital twin, we will
assume that an attacker has gained access to the digital layer of system a priori. We will first discuss the
problem from a general intuitive sense, then present a mathematical formulation and a proposed solution
method. In our formulation, an attacker who has gained (partial) access to the digital twin is able to access
the state (physical and simulated) of the tools and reticles (masks) in the system. With this in mind, the
attacker goal is to systematically reduce the throughput of the system feeding false information about the
state of the equipment and reticles through the DTFab digital twin. The remainder of this section will be
dedicated to formulating the problem as a static optimization, providing justification for choices made in
formulation, and the selected solution methodology.

3.1 Notation

In DTFab, the state of the system is represented as the set of reticle, lot, and wafer objects that also contain
all the relevant unique identifying information regarding the system. Formally, the state of the system at step
k, referred to as Sk, is a set such that, Sk = {Pk,Lk,Ek,Wk}, where Pk, Lk, Ek, and Wk refer to sets of reticles,
lots, tools, and wafers, respectively, and they are indexed by a = 1, . . . ,N p, b = 1, . . . ,Nl , c = 1, . . . ,Ne,
and d = 1, . . . ,Nw, respectively representing the number of reticles, lots, tools, and wafers. Thus, we
have the following: Pk = {pa,k} ,a = 1, . . . ,N p;Lk = {lb,k} ,b = 1, . . . ,Nl;Ek = {ec,k} ,c = 1, . . . ,Ne;Wk =
{wd,k} ,d = 1, . . . ,Nw.

In the attack problem formulation we will consider T as the observation horizon (this will be the run
length of the simulations in the experiment setup), while we will refer to τ as the duration of an individual
attack from a nefarious agent. Since our experiments are synthetic in nature, we will always consider a ν

interval of time referred to as warm up during which no attack can be implemented. This will work as a
needed time to obtain steady state representative system observations.

3.2 Threat Model

In this section we introduce the threat model that we use in the attempt to inflict system-level stealthy
attacks against the photolithography system. Our threat model has two key components: (i) we first define
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the relevant variables to describe the attacker access to the system; (ii) we then define the reward function
used to direct the search of the optimal attack decision.

Attacker Model. We will consider a system with a number of tools, Ne, and a number of reticles,
N p. During the process, lots enter the system for processing, each requiring No operations before departure.
Our objective is to identify an optimal attack over a finite time horizon of length T. Once the warm up
of length ν is completed, the attacks will begin, lasting until the end of the horizon. While control-based
formulations of this problem are possible, in this first exploration we will propose a one shot optimization
as the attack tactic of the malicious actor. In order to do so, we assume that the attacker can decide to
perform an attack at a frequency 1/τ to be optimized as part of the procedure. Equivalently, we will
generate a list U = {uk}, consisting of T−ν

τ
attacks. Each attack uk, k = 0, . . . , T−ν

τ
, will be comprised of

a tool attack and/or a reticle attack on any subset of reticles or tools in Pk ∪Ek. These attacks will be
referred to as uk = {XE

k ,X
P
k }, where XE

k and XP
k are vectors of decision variables representing tool and

reticle attacks, respectively, namely:

XE
k =

{
xE

c,k
}

: xE
c,k =

{
1, If tool c is attacked to show a full queue during attack uk

0, Otherwise

∀ k, c

XP
k =

{
xP

a,k
}

: xP
a,k =

{
1, If reticle a is attacked to be unavailable during attack uk

0, Otherwise

∀ k, a

In other words, this means that a tool attack during a time step k would cause the system to falsely believe
that the queue of the attacked tool is full, and no new lots can enter the attacked tool’s queue for the duration
of the time step. This causes the system to be unable to allocate reticles optimally, producing longer cycle
times. Similarly, a reticle attack would prevent any new operation using the attacked reticle from beginning
for the duration of the attack. This would mean that if a reticle mounted on a photolithography tool is
attacked, any new lot requiring the attacked reticle would need to initiate a reticle switch if a replacement
is available from storage, or return to the main loading bay, delaying the system.

In our formulation, XE
k ,X

P
k have Ne and N p dimensions, respectively. This creates a (Ne +N p)∗ T−ν

τ

dimensional problem. As the average photolithography process can have thousands of reticles (Park et al.
1999), the reticle attack section of the decision vector can produce a space with thousands of dimensions
that would be computationally expensive to explore with brute force approaches. Since this paper focuses
on steady state behavior of the system, it is not an unreasonable assumption that an attack on the system
aiming to decrease its throughput will also have cyclical behavior. Because of this, rather than formulating
the entire attack horizon as independently operating avenues of attack, we will formulate the optimization
to select an attack frequency for each reticle and tool. This will allow us to solve for an approximately
optimal attack policy Û . Letting Y E and Y P represent the period decision variables for tools and reticles,
respectively, these are collections of actions over the tools and reticles, i.e., Y E =

{
yE

c
}

, and Y P =
{

yP
a
}

,
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where the element are defined as follows.

yE
c =

{
n, If tool loader c is attacked to show a full queue during attack every n attack periods
0, Otherwise

n = 1, . . . ,
T−ν

τ
, c = 0, . . . ,Ne

yP
a =

{
m, If reticle a is attacked to be unavailable every m attack periods
0, Otherwise

m = 1, . . . ,
T−ν

τ
, a = 0, . . . ,N p

For example, in terms of the introduced variables, this means that if yE
1 = 2, tool 1 would be attacked every

other attack period. The same statement applies for any value of c or n and any value of a or m. This
definition reduces the space to be (Ne +N p). Once optimal values of Y P and Y E are solved for, they can
be translated back into an approximately optimal policy Û .

Attack Reward Design. The static optimization problem that will solve for the approximate policy
Û can be designed to consider several forms of cost/reward. In this contribution, the objective function
will be to minimize the maximum of the probability that the performance of the system is lowered by a
threshold δ and the probability that the attack will be detected by the process control algorithm. These
probabilities will be referred to as φ1(U) and φ2(U), respectively. As both of these measures are random
variables, the problem can be formulated as the following optimization:

min
Y E ,Y P

max(φ1(U),φ2(U))

s.t. yP
a ∈ {1, . . . ,

T−ν

τ
} ∀ a

yE
c ∈ {1, . . . ,

T−ν

τ
} ∀ c

where φ1(U) is the probability that the difference of the expected cycle time of the attacked system and
the ideal system is less than a threshold δ , namely:

φ1(U) = P(E(θ(U)−θ
0)< δ ).

And φ2 represents the probability that the control chart of the system under attack is outside of its detection
threshold.

φ2(U) = P(θ(U) /∈ Rc)

Here, θ represents the cycle time and is inversely proportional to the throughput of the system. Rc represents
the control region defined by a normal approximation control chart. Where Rc = [LCB,UCB], such that
LCB = E(θ)− Zε/2 ·σθ and UCB = E(θ)+ Zε/2 ·σθ , where Z· is the quantile of the standard normal
distribution. With E(θ) and σθ estimated through long run simulations.

3.3 Solution Approach: Sequential Generation of Attacks

As these probabilities cannot be solved for in closed form, instead they will be evaluated through simulation,
thus producing the estimators φ̂ 1 and φ̂ 2. Since the simulation model has stochastic elements and operates
as a black box function, the optimization algorithm chosen to be utilized is an elitist evolutionary algorithm.

Evolutionary Algorithm Logic. At each iteration within this algorithm, a generation of attack
policies of size N is generated. For the purposes of notation, the generation for iteration i will be referred
to as Ψi. Each attack series within Ψi is evaluated for efficacy through r replicated simulations. Each of
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these policies is evaluated based on the aforementioned, φ̂ 1 and φ̂ 2. Letting r be the index representing
the r-th replication, we have the following

φ̂
i
1(Ui) =

1
r

r

∑
p=1

1(E(θ(U)i,p −θ
0)< δ ) and φ̂

i
2(Ui) =

1
r

r

∑
p=1

Pi,p

Zi,p
.

Where Pi,r and Zi,r represent the number of lots from replication r in iteration i whose cycle time exceeds
the bounds defined by Rc and the number of lots who are fully completed before the end of the simulation,
respectively. Once each attack from the generation is evaluated, the best attack from that generation is
compared to the previous best attack. If the best attack from the new generation has a better objective
function result than the previous best, the current best attack and current best objective value are updated
accordingly. Then, a selection of the best attacks from the generation are selected and modified for the
next generation. These attacks are modified according to a crossover rate and a mutation rate, ζ and
ω , respectively. In this implementation, a uniform crossover method is utilized, meaning each element
within the decision variable vector is inherited from either parent with equal probability. The mutation
rate determines the probability that each value within a solution is replaced by a random feasible value.
As this instance of an evolutionary algorithm is an elitist algorithm, an additional proportion of the best
of each generation is guaranteed to survive to the next generation according to the proportion parameter
γ . These generations will be iteratively generated until either a maximum number of generations has been
reached, or a number of generations have passed without improvement, ρ and ξ , respectively. Letting Ui
represent the attack series for iteration i, U∗ represent the current best attack series, and f (U∗) represent
the objective value of the current best attack series. This logic is summarized in Figure 1 and Algorithm 1.

Mutate 
Proccess start generation 

according to 
w 

Run baseline 
simulation to Iterate i and 

establish ui 
ideal cycle 

time 

Run 
simulated 

attack using 
the current Ui 

Create new 
generation 

according to 
� and y 

Evaluate 
max(<l>1(Ui),<l>2(Ui)) 

Terminating condition not satisfie 

ax(<!>1(Ui),<!>2(Ui)) > f(U* 

max(<!>1(Ui),<1>2(Ui))� f(U*) 

Set 
max(<l>1(Ui),<l>2(Ui)) 

as new f(U*) 
and Uias new 

U* 

Evaluate 
terminating 
condition 

Terminating condition satisfied 

Terminate 
simulation and 

return U* and f(U*) 

Figure 1: Flow chart illustrating the logic used by the evolutionary algorithm to solve the static optimization
problem presented in Section 3.2.
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Algorithm 1 Stealthy Attacks for Photolithography with DT in the loop.

1: Run baseline simulation for r replications. Collect the expectation of the cycle time of lots as CT 0.
2: Begin optimization with a boundary condition U0 and i = 0.
3: Iterate i and Ui.
4: Simulate attack on the system using the current policy Ui for r replications.
5: Evaluate objective function for iteration i, max(φ1(U),φ2(U)).
6: If max(φ1(U),φ2(U))> f (U∗), save Ui and f (Ui) as the new U∗ and f (U∗).
7: If terminating condition is satisfied, terminate the optimization algorithm and return U∗ and f (U∗)
as optimal. Otherwise, continue on to 8.
8: Create the next generation to be evaluated according to crossover rate ζ and elite ratio γ

9: Mutate new generation according to the mutation rate ω . Go to 3

4 RESULTS AND DISCUSSION

Two sets of experiments were performed using the DTFab simulator (Pedrielli et al. 2023). The first set
consists of a smaller model with only two photolitography tools for validation and initial exploration. Under
this size it was possible to evaluate attacks generated with a grid (brute force). The second experimental set
features a larger 10-tool model. In this case using brute force is impractical, and the evolutionary approach
is used instead.

In the first set, two experiments were conducted. For these, a design of experiments was produced.
For these experiments, a small scale photolitography model was used. The model operating parameters
are shown in Table 1. In these experiments, the effects of the independent variables characterizing the
reticle attack frequencies and tool attack frequencies on the detection rate and average cycle time were
observed independently. As the system mounts 27 reticles, attacks were grouped by associated product
type to reduce the quantity of simulations required. For example, an attack frequency of 16 to reticle P1
implies that all reticles associated with product type 1 were attacked once every 16 time periods.

In the second set of experiments, the evolutionary algorithm discussed in Section 3.3 was implemented
on a larger system. For the targeted error threshold, a value of 3500 seconds was chosen, this results in an
approximately 6% increase in overall cycle time. The parameters for the evolutionary algorithm and system
parameters for this round of experiments are shown in Table 2. These parameter values were chosen as a
compromise to allow for adequate exploration of the solution space while also allowing the optimization
to be run in a practical time frame. As this is a stochastic problem, 15 macroreplications were executed
to estimate the noise associate to the estimated attack solution.

Discussion. For the small system experiment, the main effect and interaction plots with respect to
the error and anomaly metrics are shown in Figures 2,3, and 4. From the results, we can observe that
attacks against the system’s reticles quickly cause the percentage of control chart anomalies to rise. Even
relatively low attack rates against the reticles for a single product type produces an anomaly rate in excess
of 10%. The tool attack experiments however, produces comparable decreases in average cycle time with

Table 1: Parameters for small system experiments.

Parameter Variable Value
Number of tools Ne 2
Warmup period ν 250000 s
Number of product types Nm 3
Operations per product type No 3
Copies of each reticle N p

No∗Nm 3
Total number of reticles N p 27
Attack length τ 10000 s
Number of attacks T−ν

τ
64

Total length of attack horizon T −ν 640000 s
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Table 2: Parameters for large system experiments and evolutionary algorithm.

(a) Large system evolutionary algorithm parameters.

Parameter Variable Value
Max number of iterations ρ 25
Population size η 75
Mutation probability ω 0.1
Elite ratio γ 0.1
Crossover probability ζ 0.7
Max number of iterations without improvement ξ 10
Error threshold δ 3500 s

(b) Large system simulation parameters.

Parameter Variable Value
Number of tools Ne 10
Warmup period ν 250000 s
Number of product types Nm 3
Operations per product type No 5
Copies of each reticle N p

No∗Nm 3
Total number of reticles N p 45
Attack length τ 10000 s
Number of attacks T−ν

τ
100

Total length of attack horizon T −ν 1000000 s

Figure 2: Main effects plots of tool attack frequencies by average cycle time increase and anomaly rate.

a lower chance of being detected. Both attacks frequencies have negative interaction terms. This indicates
that attacking multiple reticles/tools simultaneously has diminishing returns with regards to increasing the
average cycle time.

For the large model experiments, all macroreplications found a feasible optima that produced the desired
3500 second average slowdown. Each of these optima were unique and each had comparable anomaly
rates, with an average anomaly rate of 0.083. These optimization results (see Figure 5) also indicate that,
while we still have a rate of detection larger than the desired (5% in this case) the undetectability rate
remains above 90% for all the generated attacks. Furthermore, these attacks still successfully increase the
average cycle time of the process by more than 5%. From the perspective of an attacker, this may be an
entirely desirable result, despite the inevitable eventual discovery of the attack.

5 CONCLUSIONS

In this paper, a digital twin-based smart control for reticle and tool management in a photolithography system
was used as an experimentation platform to examine the impacts of a compromised digital twin system.
In this regard, we were able to successfully demonstrate the effectiveness of formulating a cyber-attack on
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Figure 3: Main effects plots of reticle attack frequencies by average cycle time increase and anomaly rate.

Figure 4: Interaction plot of tool attack frequencies by average cycle time increase and anomaly rate.

said digital twin as a static optimization problem with the goal of hampering the process by a predetermined
cycle time increase. We show how an increase of the cycle time still achieve a 90% undetectability rate.
Even if this is smaller than the desired 95%, we can argue that even under such conditions, since the control
chart will need an extended period of time to detect a low intensity attack, we are capable of slowing the
process by several percentage points.

While this paper approaches the security analysis problem from the perspective of a static optimization,
we can see the possibility to define this in the context of online or optimal control where attacks are chosen
sequentially using information gathered from the previous attack and system responses. Additionally, the
large variance in real life photolithography processes may cause scalability issues for the results produced
in this paper. It is not uncommon for photolithography manufacturing systems to posses many more
reticles than are used in these simulations, meaning an attacker wishing to use this approach would have an
exceedingly high dimensional problem that is likely computationally intractable. In this sense approaches
for aggregation/parallelization are worthy of exploration.
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Figure 5: Summary statistics for optimization macroreplication results.
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