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ABSTRACT

Optimization of discrete event systems conventionally uses simulation as a black–box oracle to estimate

performance at design points generated by a separate optimization algorithm. This decoupled approach fails

to exploit an important advantage: simulation codes are white-boxes, at least to their creators. In fact, the

full integration of the simulation model and the optimization algorithm is possible in many situations. In

this contribution, a framework previously proposed by the authors, based on the mathematical programming

methodology, is presented under a wider perspective. We show how to derive mathematical models for

solving optimization problems while simultaneously considering the dynamics of the system to be optimized.

Concerning the solution methodology, we refer back to retrospective optimization (RO) and sample path

optimization (SPO) settings. Advantages and drawbacks deriving from the use of mathematical programming

as work models within the RO (SPO) framework will be analyzed and its convergence properties will be

discussed.

1 INTRODUCTION

Mathematical programming representations can be used to describe the dynamics of discrete event systems

(DESs) using a set of equations and an objective function (Schruben 2000, Chan and Schruben 2008a),

which drives the model to execute all the events as soon as possible and the optimal solution of such

mathematical programming models represents the simulated system dynamics.

In case the DES becomes too complex, the mathematical programming approach might become impractical

as no equation can describe certain behaviors or, in case they exist, the resulting mathematical model is

computationally intractable (e.g., complex flows, presence of real time dispatching rules). Nevertheless,

for many systems of interest, linear programming models are sufficient to describe the system dynamics

(Chan and Schruben 2008a, Chan and Schruben 2008b, Alfieri and Matta 2012b).

The possibility to have an analytical description of system dynamics makes mathematical programming

representation an appealing technique for analyzing in a formal way the simulated systems. Simulation

output is generated by means of equations rather than a set of logical rules embedded in a computer code.
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This enriches the types of analysis that can be performed on the simulation output (Pedrielli 2013, Matta

et al. 2014, Chan and Schruben 2008a).

In addition to the aforementioned aspects, the use of mathematical programming for simulation allows

to integrate simulation and optimization since the system dynamics constraints can be integrated in a

mathematical programming model developed for optimization purposes. However, such integrated models

are no longer LPs (as they usually are for simulation) and Mixed Integer Linear Programming (MILP) have

to be considered with the related computational burden. Approximate LP models to simulate and optimize

DESs can be developed to overcome this difficulty. Alfieri and Matta (2012a) propose an approximation

consisting in modeling queues as time buffers (TB), i.e., temporal lags between two events, instead of the

traditional space buffers. This approximation preserves the model linearity even when used for optimization

and it allows to avoid the presence of two decoupled modules iteratively interacting with each other.

The output of the simulation module is the input for the optimization in an iterative procedure which

continues until the optimal solution is found or a predefined stopping condition is satisfied (Spall 2003). For

the optimization module, a vast choice of methods is available (Fu et al. 2005); the most common ones are

response surface methodology, stochastic approximation, random search, sample path optimization (SPO)

and its iterative version, retrospective optimization (RO).

In case mathematical programming models are used for simulation–optimization, then SPO and RO

are commonly adopted (Healy and Schruben 1991, Plambeck et al. 1996, Robinson 1996). Examples of

implementation of the integrated simulation–optimization framework with SPO as solution methodology

can be found in (Alfieri and Matta 2012a) that solve the buffer allocation problem in open tandem queuing

systems; Alfieri et al. (2013) approximately select the maximum number of jobs in a closed tandem queuing

systems; in (Weiss and Stolletz 2015) the discrete buffer allocation problem is solved by means of a tailored

Benders’ decomposition technique. In a slightly different framework from the one proposed by the authors,

Kolb and Gttlich (2015) solve the continuous buffer space allocation problem modeling a hybrid system,

discrete in the machine states and continuous in the material flow. The same concept is exploited in (Tan

2015) for the optimal production flow rate control problem for a continuous material flow system with an

unreliable station and deterministic demand.

In general, the motivation for proposing mathematical programming to integrate simulation and optimization

stands in that the integration of the system dynamics with the optimization represents a fundamental step

towards the realization of efficient algorithms which can rely on the information coming from a white–box

model (refer to section 3). Also the ability to model a simulation–optimization problem as a mathematical

programming model, within the Sample Path Optimization framework, enables the convergence study.

In addition, the fact that simulation and optimization both work on the same sample path might lead to

reduction in the required effort in terms of number of observations required to solve the problem (e.g.,

the number of jobs to simulate, the number of patients visiting hospital facilites). However, to make this

statement applicable to the computational effort, more efficient algorithms need to be developed.

The recent contributions have several aspects in common. Similarly to (Plambeck et al. 1996), a

single, fairly long, run is considered and mathematical programming techniques are used to solve sample–

path integrated simulation–optimization problems. Several challenges are still to be tackled as well as

opportunities of improvement can be reached. Convergence of the methodology is addressed only in

the pioneer work of Robinson (1996), but no constraints are considered in that case and mathematical

programming is not explicitly considered as simulation technique. In fact, Robinson (1996) does not refer to

integrated simulation–optimization models and an external oracle producing consistent output is assumed to

be available. Nevertheless, this new framework inherits issues from Robinson (1996) as the demonstration

of the advantage of static sampling versus iterative sampling (Healy and Schruben 1991).

In light of the aforementioned aspects, this paper presents an overview of mathematical programming for

integrated simulation–optimization by presenting the approach, the main results from the existing literature

and describing the main challenges/opportunities. Furthermore, a convergence proof scheme is provided

for the integrated framework proposed by the authors.
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2 DEO: INTEGRATED SIMULATION–OPTIMIZATION

Discrete Event Optimization (DEO) refers to a framework for the integrated simulation–optimization of

DES. At this stage of development of the framework, we consider systems such as supply chains or

manufacturing systems. In this context, the topology of the DES we consider can be represented by a

queueing network with the set of servers J= {0, . . . ,J+1} and the set of possible transaction routes for

job i (i ∈N= {0, . . . ,n}) between servers, represented by Qi = {( j, j′)| j, j′ ∈ J} , ∀i. For each pair ( j, j′),
the arc connecting j and j′ belongs to Qi if and only if job i can directly flow from node j to node j′. The

source node, represented by index j = 0, is the server j having no predecessor. The sink node is, instead,

the server j having no successor and it is indexed by J+1. The source node represents an infinite external

arrival stream of customers, whereas the sink node is the output gate through which jobs are released from

the network. We consider a general setting in which no explicit condition has to be imposed over the

system layout (i.e., output can be linear, as well as merge and split points or cycles can be modeled).

Let E
ξ
i j and e

ξ
i j denote the events occurring in the system and the related occurrence times, respectively,

where ξ ∈ T is the event type (e.g., T= {a,s, f} as arrival, start of process or departure of a job from a

server, respectively), and the pair (i, j) indicates the job i and the server j the event refers to. We assume

that job i at server j undergoes a process activity with duration bounded by a start event Es
i j occurring at

time es
i j and a completion event E

f
i j occurring at time e

f
i j; the duration of the process is ti j and, in case of

stochastic DES, {ti j} may follow some known statistical distributions.

More generally, the flow of each job i is determined by the occurrence of a set of events Wi =
{

E
ξ
i j,ξ ∈ T, ( j, j′) or ( j′, j) ∈Qi

}

, i ∈N. Each event E
ξ
i j in the set Wi has a set W

Iξ
i j of the input events,

i.e., triggering events, and a set W
Oξ
i j of the output events, i.e., triggered events. Notice that elements in

the sets W
Iξ
i j and W

Oξ
i j might not be in the set Wi. An example of this is when the triggering (triggered)

event is related to a job i
′
6= i, i

′
∈ N. According to Matta et al. (2014), we provide a set of definitions

which will be useful in the subsequent explanations.

Definition 1 (Event Relationship Graph Lite, ERGL) An ERGL is an oriented weighted graph where the set

of nodes W= {E
ξ
i j, i ∈N, j ∈ J,ξ ∈ T} represents the set of events E

ξ
i j occurring in the system. Each node

is assigned a value equal to the time e
ξ
i j when the associated event occurs. Directed arcs connect different

event pairs
(

E
ξ
i j,E

ξ ′

i′ j′

)

and the set of arcs E =
{(

E
ξ
i j,E

ξ ′

i′ j′

)

, i, i′ ∈ N, j, j′ ∈ J,ξ ,ξ ′ ∈ T

}

represents the

precedence relationships between events. Each arc can be assigned a weight w
E

ξ
i j

E
ξ ′

i′ j′

that can be continuous

(positive or negative) or binary. In order to simplify the notation, we refer to weights as w
ξ ,i, j
ξ ′,i′, j′

.

Definition 2 (Connected Events) Let e
ξ
i j and e

ξ ′

i′ j′
be the times when the events E

ξ
i j and E

ξ ′

i′ j′
occur, respectively.

These two events are connected if and only if
(

E
ξ ′

i′ j′
∈
(

W
Iξ
i j ∪W

Oξ
i j

)

∧

E
ξ
i j ∈

(

W
Iξ ′

i′ j′
∪W

Oξ ′

i′ j′

))

. In particular,

if
(

E
ξ ′

i′ j′
∈W

Iξ
i j

∧

E
ξ
i j ∈W

Oξ ′

i′ j′

)

, the connection establishes that event E
ξ ′

i′ j′
can trigger event E

ξ
i j. Similarly,

if
(

E
ξ
i j ∈W

Iξ ′

i′ j′

∧

E
ξ ′

i′ j′
∈W

Oξ
i j

)

, event E
ξ
i j can trigger event E

ξ ′

i′ j′
.

Definition 3 (Controlled ERGL) Given a set WN ⊆W of natural events (events determined by physical

constraints, e.g., a job cannot enter the system before its arrival times, and it cannot be processed by two

servers at the same time), a controlled ERGL is the ordered set of events WCN containing all the elements

in WN and the set WC ⊆W\WN of control events. Elements in WCN are connected through natural arcs

(EN ⊆ E) and directed control arcs (EC ⊆ E). The weight associated to each control arc can be either
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continuous, denoted as s
ξ i j

ξ ′i′ j′
and referred to as time buffer, or binary weight, with κ

ξ i j

ξ ′i′ j′
indicating the

associated binary value.

The values associated to the nodes of the resulting graph and the control weights can be translated into

decision variables in an optimization problem, while natural weights, are fixed input parameters. Under

this new perspective, the optimization of a system corresponds to the search of the best set of control

events WC =
{

E
ξ
i j

}

, and the set of arcs (and related weights) such that the resulting occurrence times
{

e
ξ
i j

}

satisfy some target performance. Using the mathematical programming formalism, we can formulate the

optimization problem as (Matta et al. 2014):

min ∑
υ∈W

αυeυ + ∑
ν∈EC

(βνsν + γνκν)+ϑε (1)

∑
ν∈WC

p(eν)≤ µ∗+ ε (2)

e
f
i j ≥ es

i j + ti j ∀Es
i j,E

f
i j ∈WN (3)

e
ξ ′

i′ j′
≥ e

ξ
i j −q

(

w
ξ i j

ξ ′i′ j′

)

∀E
ξ
i j,E

ξ ′

i′ j′
∈WCN (4)

Equation (1) is the objective function, having as decision variables the event times eυ , and the control

parameters (weights in the ERG graph). Function (1) can consider a single or multiple objectives depending

on the values of αυ , βν and γν that are known function coefficients. The term ϑε serves the purpose to

penalize finite sample path solutions that do not meet the desired performance (i.e., violate the constraint (2)

if the decision variable ε is not considered). This penalization approach has impact on the implementation

of the algorithm but not on the asymptotic properties. Equation (2) is the performance constraints, where

µ∗ is the target performance and p is any function of the control event times. The natural dynamics linking

event times if no control is added are represented by constraints (3), stating that customer i cannot leave stage

j (e
f
i j) before accessing the server (es

i j) and completing the service (ti j). Parameters ti j form the collection

of realizations of random variables characterizing the queueing process (e.g., arrival times, processing

times). These values translate the weights between the nodes Es
i j (starting event) and E

f
i j (departure event).

According to the definitions in the previous section, we assume to know the probabilistic characterization

of the input stochastic processes. Hence, we can generate ti j as realizations of known random variables.

Constraints (4) refer to control constraints. Variables e
ξ
i, j and e

ξ ′

i′ j′
represent the time occurrence of two

events relating job i′ on stage j′ and job i on stage j that are linked by control q(w
ξ i j

ξ ′i′ j′
). If the relationship

between the two event times is boolean, function q has the form (1−κ
ξ i j

ξ ′i′ j′
) ·M, where κ

ξ i j

ξ ′i′ j′
is a binary

decision variable and M is a large number. Instead, in case of continuous relationship, q is a function of

the continuous variable s
ξ i j

ξ ′i′ j′
time buffer.

The main feature of DEO models is that they are based on events rather than on states, which generally

grow faster than events. Notice that when βν = 0 and γν = 0 ∀ν in equation (1) and the performance

constraint is not present, the model becomes a simulation model while when αυ = 0 ∀υ is null, we have

an optimization model.

Notice that, since i = 1, . . . ,n, the model is a function of n. Hence, it is apparent that, as the simulation

length increases (i.e., n increaes), also the number of decision variables and constraints increases.

3 SOLUTION APPROACH

The DEO models in (Weiss and Stolletz 2015, Kolb and Gttlich 2015, Tan 2015) are solved in the framework

of SPO (Robinson 1996). In SPO, a single sample path is generated and the problem is solved using

techniques from deterministic optimization. The length of the sample size impacts on the quality of the

obtained results.
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SPO can be interpreted as a single–iteration RO, i.e., as a single large deterministic problem solved

to optimality (Healy and Schruben 1991). Specifically, RO is an iterative technique requiring the solution

of a sequence of sample-path problems of increasing size (Jin and Schmeiser 2003). At each step l, a

sample-path problem Pl is solved using the information obtained from the previous iterations. The solution

at iteration l has an error tolerance εl from the optimum and, combined with the solutions from previous

iterations, it is used to compute the new retrospective candidate. The algorithm terminates when a stopping

condition is met, otherwise the sample size is increased and the error tolerance decreased. Large error

tolerance values at the beginning of the procedure allow for rough but fast solutions that are then used in

the subsequent iterations as warm start solutions.

The use of mathematical programming for solving sample–path problems affects the implementation

of RO. Nevertheless, the retrospective one could be an interesting framework to investigate to seek more

efficient algorithms for the solution of DEO models. Indeed, the complexity of DEO models increases

with the size of the sample path due to the events times decision variables (i.e., {e
ξ
i j}). As a result, the

computational time for solving long sample-path might be too large because of the model size. Under this

perspective, a warm start, as in the RO approach, could speed up the solution algorithm: the algorithm

might be iteratively stopped before the optimal solution is reached and the suboptimal solution might be

used as starting point for the next iteration executed with an increased sample path. Using mathematical

programming techniques could help to control the tolerance error in solving the deterministic sample-path

problem.

Independently from the iterative aspect, the solution of the deterministic problem strongly impacts

on the efficiency, in terms of computation time, of the algorithm. In (Alfieri and Matta 2012a, Alfieri

et al. 2013) an LP model is solved by state–of–the–art algorithms such as the simplex-based methods or

interior points methods. Nevertheless, the LP structure could still be exploited to develop more efficient

solution algorithms. For example, gradient–based search methods (Spall 2003, Edelkamp and Schroed

2011) or column–row generation procedures (Muter et al. 2012) could be developed and tailored for the

DEO framework. The two approaches could also be considered together in a unique solution framework

in which the reduced LP of the column–row generation algorithm is solved by gradient–based methods.

4 ASYMPTOTIC PROPERTIES

Herein, we present the asymptotic analysis of our proposed integrated simulation–optimization algorithm.

The basic idea to prove the convergence is to consider our algorithm as a case of Sample Path Optimization and

use the results in (Robinson 1996) that provides the asymptotic characterization of sample path optimization

algorithms. In order to do so, the proposed analysis is made of thee main parts: 1) analysis of the second

order properties in the context of simulation and optimization; 2) analysis of the feasible region asymptotic

behavior; 3) application of the results in (Robinson 1996) to the integrated simulation–optimization model.

The second order properties of the considered optimization models and related simulation models guarantee

the regularity conditions at the basis for constraint classification and existence results. The second part of

the analysis is required since Robinson (1996) does not consider stochastically constrained problems. Once

part 1) and 2) are characterized, we can apply the main results in (Robinson 1996) and prove convergence

in our setting.

4.1 Second Order Properties

In this section, we will refer to the time buffer approximate models presented in section 2, i.e., we will

assume γν = 0 ∀ν ∈EC. In particular, we will analyze optimization models (αυ = 0, ∀υ) and will assume the

function of the involved time buffers is simply the sum of the time buffer components, i.e., βν = 1 ∀ν ∈EC.

As it will be shown in section 5, this type of objective function reflects several applications.

In this study, we exploit the mathematical programming framework and the concepts presented in Yao

and Shanthikumar (1991). In particular, SIL(sp), SICX(sp), SICV(sp), SDL(sp), SDCX(sp), and SDCV(sp)
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represent monotone convexity and concavity notions. They refer to stochastic increasing and linear,

stochastic increasing and convex, stochastic increasing and concave, stochastic decreasing linear, stochastic

decreasing and convex, stochastic decreasing and concave, in the sample path (sp) sense, respectively (Yao

and Shanthikumar (1991)).

We indicate with Fn ⊂ Xn ×Rn
+×R+ the feasible region for the approximate optimization problem

(for a finite sample path of size n), where Xn is the domain for the time buffer sν , Rn
+ is the domain for

the finishing times and R+ the domain for the ε . Since the results will basically focus on the time buffer

sν rather than the event times eν , it is useful to define the projection of the feasible region Fn onto the time

buffer space Xn. We will refer to this set representing the sample path feasible time-buffer configurations

as Σn. Moreover, to simplify the notation and focus on the sample size n, we will refer to the time buffers

as sn, dropping the ν subscript.

The primal (on the left) and the dual (on the right) approximate optimization models, in their matrix

forms, are the following:

min Sn = 1
′
sn +ϑ · ε max b1(τ,υ)uD +b2(τ,υ)uP −µ∗ ·ν (5)

s.t.

ADeν ≥ b1(τ,υ) AD ′
uD ≤ 0 (6)

AP [eν |sn]≥ b2(τ,υ) AP ′
uP ≤ 1 (7)

ε − ∑
ν∈WC

p(eν)≥−µ∗ ν ≤ ϑ

eν ≥ 0, ε ≥ 0, sn ∈ Xn u ≥ 0, ν ≥ 0

The vector v
′
= [eν |sn]

′

, where [·|·]′ is the row vector obtained by the concatenation of two column vectors,

is the set of decision variables of the primal model, i.e., the time buffer s and the event times e, while

u
′
= [uD |uP ] and ν represent the dual variables.

The matrix A =
[

AD |AP
]

is an l ×m dimension matrix, where l represents the number of constraints

not including the performance constraint(s) (2) and m the number of decision variables. According to the

definitions provided in section 2, constraints (6) and (7) are the same as (3) and (4), respectively.

The m-dimensional vector of the right hand side b =
[

b1|b2
]

= {b1,b2, . . . ,bm} consists of the realization

of random variables, in compact form, Ai (i = 1, . . . ,n) and Bi j (i = 1, . . . ,n j = 1, . . . ,J). These random

variables are assumed to follow univariate distributions (following the approach in Shaked and Shanthikumar

(2007)) Ai ∼ V A (υ) and Bi j ∼ V B (τ), respectively. The link between the realizations and the parameters

of the sampling distribution is made explicit through the notation b(τ,υ). In section 5, some examples

will show that these stochastic variables can model arrival times as well as processing times of jobs in a

production system. Nevertheless, several processes can apply to the same definition.

The objective of the primal problem, Sn (sn(b(τ,υ),µ
∗),ε(b(τ,υ),µ∗)), is a function of the time buffer

sn, which is itself a function of the right hand side b.

The same modeling approach can be applied for the simulation model.

min χ = 1
′
eν maxq(τ,υ)

′

u

s.t.

Aeν ≤−q(τ,υ) A
′
[u]≤ 1

eν ≥ 0 u ≥ 0

A is the same matrix as in the approximate optimization model while vector q(τ,υ) is the concatenation of

vectors t and sn, i.e., q(τ,υ) = [−t(τ,υ)|sn(τ,υ)] . The notation q(τ,υ) has exactly the same interpretation

of b(τ,υ). Event times
{

ei j

}

are the variables of the primal model, while u represents the vector of dual

variables. We will refer to the primal objective function as χ(sn, t). Furthermore, when interested in

studying the behavior of function χ with respect to only sn or t we will use χ(sn, ·) (sn fixed, t variable)
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and χ(·, t) (sn variable, t fixed).

The formulation just presented allows to explicitly indicate the set of control constraints (equations (4))

having the time buffers as right hand side and the natural dynamics constraints (equations (3)) not containing

it. Again, the dependency of both t and sn on the parameters τ,υ is made explicit through the notation

t(τ,υ) and sn(τ,υ).
In the following, we will consider only random variable Bi j, i.e., Ai = 0, ∀i. This will simplify the

notation in t(τ), sn(τ), b(τ) and q(τ). Moreover, the parameter of interest τ will be defined in a convex

set T (e.g., an interval real line).

In order to proceed with the analysis, we need to make some assumptions on the form of the performance

function p(eν) and on the system meeting the target performance as n → ∞.

Assumption 1 p(eν) is a convex function of eν and we estimate E(p(eν)) through a sample average of

the realizations of the function values in the sample path.

Assumption 2 The system under analysis is stationary and the target performance µ∗ is such that µ∗ ≥ µmin

being µmin the best performance that can be reached by the system in a steady state.

Property 1 (Second order properties for Sn) If {b(τ)} ∈ SICX(sp), then {S ∗
n (b)} ∈ SICX(sp).

Proof. The proof simply relies on the strong duality that holds in the case of LP models as approximate

time buffer models are. According to strong duality, we can prove that the function is increasing and

convex, namely (increasing):

S
∗

n (b1) = b
′

1u(1)∗ −µ∗ν(1)∗ ≤ b
′

2u(1)∗ −µ∗ν(1)∗ ≤ b
′

2u(2)∗ −µ∗ν(2)∗ = S
∗

n (b2),

whereas, for convexity:

S
∗

n (βb1 +(1−β )b2) = (βb
′

1 +(1−β )b
′

2)u
(1)∗ −µ∗ν(1)∗

= βb
′

1u(1)∗+(1−β )b
′

2u(1)∗ −µ∗ν(1)∗

≤ β
(

b
′

1u(2)∗ −µ∗ν(2)∗
)

+(1−β )
(

b
′

2u(3)∗ −µ∗ν(3)∗
)

= βS
∗

n (b1)+(1−β )S ∗
n (b2).

The SICX property is a result from Shaked and Shanthikumar (1988) (Proposition 3.2, pag. 433).

Property 2 (Second order properties for χ) If the time buffer sequence {sn(τ)} ∈ SICX(sp), then the

approximate simulation objective function χ∗(sn, ·) ∈ SDCX(sp). If the processing time sequence {t(τ)} ∈
SICX(sp), then the approximate simulation objective function χ∗(·, t) ∈ SICX(sp).

Proof. The same reasoning of Property 1 applies.

Corollary 1 The average performance {µ̂(sn, t)} ∈ SICX(sp) in the processing times t. The average

performance {µ̂(sn, t)} ∈ SDCX(sp) in the time buffer sn.

Proof. According to Assumption 1, the expected performance is estimated by convex operations. Since

χ∗ is SICX(sp) in the processing times and SDCX(sp) in the time buffers (Property 2) and both SICX(sp)

and SDCX(sp) are closed with respect to monotonic convex operations (Yao and Shanthikumar 1991), then

the average performance is SICX(sp) with respect to the processing times and SDCX(sp) with respect to

the time buffer.
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4.2 Constraints Characterization

Let Λ(s,B) and Λ̂(sn,b) be the expected value of the target performance µ and its estimator, namely:

Λ(s,B), EB[µ], Λ̂(sn,b),
1

n

n

∑
i=1

p(eν(i)) (8)

Let λ (s,B) and λ̂ (s,b) be the difference between the expected value of the actual performance and the

target performance and its estimator, namely:

λ (s,B), Λ(s,B)−µ∗, λ̂ (sn,b), Λ̂(sn,b)−µ∗. (9)

Estimates defined in (8) and (9) are sample averages. The expected values are functions of the time buffer

s and of the collection of random variables B. We will denote the expected values with Λ(s,B) and λ (s,B)
when we want to stress that the described property is related to the considered random variables (i.e., the

distribution taken into account), whereas the notation Λ(s, ·) and λ (s, ·) will be adopted in case the property

is independent from the distributions.

Lemma 1 The following holds for the approximate optimization model: (i) Λ(s,B) is Lipschitz continuous

in the domain of s for PB almost all τ ∈ R||τ||. Then there exists a function Π : R||τ|| → R such that

||Λ(s1,B)−Λ(s2,B)|| ≤ Π(τ)||s1 − s2||, for PB almost all τ ∈ R||τ|| and such Π(τ) is integrable; (ii) The

moment generating function of Π(τ), denoted as MΠ(τ)(l), is finite for all the l in a neighborhood of 0.

Proof. Note that Π(τ) is a stochastic function since it is related to the distance between random variables

||s1 − s2||. Corollary 1 proves that Λ(s,B) is convex in the parameters τ of distribution V B of B, hence

it is always possible to define function Π. In addition, if the system is stationary and µ∗ ≥ µmin, then

Λ(s,B) < ∞ with probability 1, hence function Π is integrable. Corollary 1 also guarantees that, if the

difference ||s1 − s2|| is finite, the difference ||Λ(s1,B)−Λ(s2,B)|| is also finite.

For convexity, finiteness and compactness of the set Σ (section 4), the moment generating functions of

Π(τ) is finite in a neighborhood of 0 (Billingsley 1999).

We are now ready to characterize the relationship between λ̂ (·, ·) and λ (·, ·). First, we separately

analyze λ̂ (·, ·) and λ (·, ·), in order to verify their properties. We then study the distance between the two

functions as the sample path increases.

Proposition 1 Let the function π = E [Π(τ)] be the expectation of Π(τ) and πn be the sample average

approximation of E [Π(τ)], i.e., πn ,
1
n

n

∑
j=1

Π j(τ): 1) If function λ (s) is bounded on Σ, λ̂ (sn, ·) is PB–almost

surely bounded on Σ. 2) If function λ (s, ·) is Lipschitz continuous on Σ, λ̂ (sn, ·) is PB–almost surely

Lipschitz continuous on Σ.

Proof. Let s0 ∈ Σ be a time buffer configuration. Lemma 1 leads to the following chain of inequalities

for the infinite sample path problem:

E [λ (s,B)]≤ E [|λ (s0,B)|+Π(τ)||s− s0||]

0 ≤ |λ (s0,B)|+E [Π]maxs1,s2∈Σ ||s1 − s2|| =

= |λ (s0,B)|+π maxs1,s2∈Σ ||s1 − s2|| < ∞ (10)

The inequalities |λ (s0,B)| < ∞ and Π < ∞ hold because of Lemma 1, whereas maxs1,s2∈Σ ||s1 − s2|| (the

deviation of the set Σ) is finite because the set is compact. This proves equation (10) holds, i.e., |λ (s0,B)|
and π are both finite. The chain of equalities E [λ (s,B)] = E [ε] = 0 is guaranteed by any target performance

satisfying µ∗ ≥ µmin. In fact, from Lemma 4, as n → ∞, we are guaranteed the solution set is not empty

and ε∗ = 0 exists.
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The same result can be proved for function λ̂n(s,b). We can rewrite the chain of inequalities for the

finite sample path problem. Simply by considering that in the second inequality we have α instead of 0.

In the finite sample path case, we cannot guarantee that ε̂∗ = 0, i.e., in general, E
[

λ̂ (s,b)
]

= E [ε̂] = 0

does not hold.

Lipschitz continuity holds as a consequence of Corollary 1. Indeed, function λ (s,B) is increasing

convex in the processing times, realization of the random variables in B, and it is decreasing convex in the

multidimensional array s (the time buffer).

Lemma 2 sup
{

|λ (s,B)− λ̂ (s,B)| : s ∈ Σ

}

→ 0 as n → ∞ almost surely. As a result, λ̂ (s) converges to

λ (s) uniformly on Σ almost surely.

Proof. The proof relies on the result from Proposition 1.

Lemma 2 shows that the sample average estimator is an unbiased estimator of the performance expected

value and, as a result, the sample path constraint set converges to the true constraints set (Shapiro 2003).

4.3 Asymptotic Convergence

In the following, we will use the notation s and S to indicate the infinite sample path solution and objective

function, respectively, while sn and Sn will indicate the optimal time buffer and the objective function

of the finite sample path case, as in the previous sections. In order to apply the fundamental results in

(Robinson 1996), we need to show that Assumptions A–B in Definitions 2.2 and 2.3 in (Robinson 1996)

hold and this is proved by

Property 3 (Assumption A, Definition 2.2 in (Robinson 1996), page 517) Function Sn satisfies the following

conditions: (a) for each 1 ≤ n < ∞, Sn is lower semi–continuous. (b) Sn →epi S , i.e., it epiconverges to

S .

Proof. The function Sn is lower semi–continuous iff the related epigraph, ESn
, is closed (Attouch 1984).

The epigraph of the function Sn represents the set of solutions having a value of the objective function

smaller than some predefined φ >S ∗
n , i.e., ESn

= {(sn,φ) : Sn(sn)≤ φ}. In particular, let sn be a feasible

solution and φ be a real positive value. The function Sn : Σn → R+ is linear in sn and it is defined over

the compact set Σn. As a result, there exists an arbitrarily small δ (φ) ∈ R such that the neighborhood of

(feasible) solutions sn +δ are outside the epigraph ESn
, thus ESn

is a closed set. This proves that S is

lower semi–continuous.

The function Sn →epi S if, in addition to lower–semicontinuity, it uniformly converges to the infinite

sample path function S on compact subsets of the function domain Σ. Since the random variables in

B are such that P(Bi j ≥ ∞) = 0, then the objective function is finite S ≤ ∞ a.s., hence the function is

proper. In addition, the objective function is linear in s, convex in the processing times (Property 1) and it

is defined over a compact set Σn. Since, from Lemma 2, we know that Σn → Σ uniformly, we have uniform

convergence.

Property 4 (Assumption B, Definition 2.3 in (Robinson 1996), page 517) S is proper and the set of

minimizers of the finite sample path optimization problem S∗n = {sn ∈ Σn|Sn = S ∗
n } is not empty and it

is compact.

Proof. The problem in (5) always admits a feasible solution for construction. Let µmin be the best

performance that can be reached by the system in a steady state. If the system is stationary, a finite µmin

exists. As a result, the problem solution set is non–empty. Under Assumption 2, as the sample path size

goes to ∞, the optimal solution is characterized by ε∗ = 0.
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Theorem 1 (Convergence of S , from Theorem 3.2 in (Robinson 1996), page 519) The minimizer s∗n
epi–converges to the infinite sample path solution s∗ with probability 1. The related objective function

value S ∗
n converges uniformly to the infinite sample path objective function value S ∗.

Proof. From Property 4, the optimal solution to the infinite–sample path optimization problem exists

and it is finite, s∗. The ε-problem is developed in a way such that a minimum to the sample path problem

always exists, i.e., for each n, the sample–path solution sn is such that sn ∈ S∗n. As n → ∞ this solution

converges to a limiting value s.

Let S ∗
n be the value of the objective function at the optimum: S ∗

n = infSn. Function Sn satisfies

epi–convergence (Property 3 and 4). Given Lemma 2, we can use epi–convergence to prove that S∗n
converges to S∗, i.e., s∗n converges to s∗.

Let Γ be the set defined as Γ = {b : sup{bl}= ∞} (note that Γ has measure 0 under Assumption 2). For

every realization b of the processing times such that b /∈ Γ, the following holds (this result is in Theorem

3.2 in (Robinson 1996), page 519):

(a) S ∗ ≤ limsupS ∗
n ;

(b) if sn is a sequence converging to s and if, for each n, sn ∈ S∗n, then s ∈ S∗.

Epi–convergence results in s ∈ S∗, hence the sample path optimal solution converges to the infinite sample

path optimal solution.

5 NUMERICAL ANALYSIS

Herein, we analyze the impact of the complexity and the size of the problem together with the main

parameters. In order to do so, we consider the multi–stage systems in Table 1.

Table 1: Test Problems

System Objective Performance

Multi–Stage Minimize Buffer Capacity System Throughput

Kanban–Controlled Minimize Kanban Tokens Service Level

Base–Stock–Controlled Minimize Base Stock Level Service Level

Extended–Kanban–Controlled Minimize the Base Stock Level & Kanban Tokens Service Level

We solved these problems by approximating buffer capacities, kanban tokens and inventory levels with

the related time-buffers. More details concerning the implementation of the framework to these cases

are available in (Pedrielli et al. 2015, Alfieri and Matta 2012a). Figure 1 shows the convergence of the

objective (S ∗) function and the related computational effort when the systems in Table 1 are subject to

different saturation conditions. In particular, in Figure 1(a), the multi–stage system is required to produce

at a rate of 0.65 [jobs/time unit], and, equivalently, we set an arrival rate into the pull system equal to 0.65

[jobs/time unit]. Figure 1(b) refers to a rate of 0.9 [jobs/time unit]. All the Test Problems refer to three-stage

systems, i.e., J = 3. From Figure 1, we can observe that the multi–stage buffer allocation problem (MS in

Figure 1(a)), shows the fastest convergence, weather base–stock and kanban systems appear to be more

oscillating. This phenomenon can be brought back to the higher influence of the initial conditions on

kanban and base–stock systems, which cause the solution to be more influenced by the initial generation

of random variables negatively affecting the rates. Figure 1(b) shows that the convergence is faster, with

respect to the previous cases; this is due to the fact that more stringent constraints dramatically reduce

the solution space making the procedure converge faster. We also observed the required solution time.

Systems of increasing complexity also require an increased computational power (e.g., EKCS), whereas

more constrained systems correspond to less computational time.
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(a) µ∗ = 0.65 (b) µ∗ = 0.90

Figure 1: Empirical Convergence

In these experiments, even for a small number of entities, the computational effort shows an exponential

growth. As already stated in section 3, techniques that can still make use of information coming from the

mathematical model, but use faster solution algorithms, will be beneficial to the framework.

6 CONCLUSIONS

In this paper, we gave a comprehensive overview of the integrated simulation–optimization framework

based on mathematical programming representations. The main definitions and guidelines to develop

integrated simulation–optimization models are provided together with the algorithm to solve them. The

asymptotic properties and examples presented encourage the design and analysis of efficient methodologies

for the solution of integrated simulation–optimization models. Indeed, if, on the one hand, the presented

algorithm shows empirical convergence, its implementation requires to solve mathematical programming

models. More efficient techniques can be used which exploit the mathematical modeling while providing

a more efficient procedure (i.e., leading to possibly faster convergence rates). Such procedures might be

applied not only to the approximate but also to the original problems. In particular, time buffer models

could be interpreted as low fidelity versions of their integer analogue. As such, the approximate integer

solution from the time buffer model, might indeed be used as initial solution for the integer counterpart.

Nevertheless to make such framework effective, algorithmic efficiency needs to be improved.
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