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ABSTRACT

Due to the large size of ttedrlift and sealiftanalyses performed by the United States Transportation
Command (USTRANSCOM) using the Analysis of Mobility Platform (AMP), AMP has historically used

a greedy heuristic algorithm focused on specific criteria in order to be able to cosgtutiens
efficiently. We introduce amulti-year effort to enhance the extensibility and capability of AMP to
support analysts in their evolving need to explore different tradeddfsch as the impact of different
business rules or evaluation criteriaising a new hierahical, policybased framework that provides a
fundamentally searchased approach to solving the problem. The framework applies explicit selection,
traversal and evaluation policies at different levels of AMP’s airlift and sealift algoritWmfresent an

airlift constraint scheduler capability implemented using the framework, describe ongoing prototype
efforts to apply the framework across other levels of AMP, and discuss future potential enhancements.

1 INTRODUCTION

The United States Transportation Command (USTRANSCOM) uses the Analysis of Mobility Platform
(AMP) to supportprogrammatic and operational analyses to determine the feasibility of moving large
numbers of cargo and passenger requiresngenoss the globe using a wide range of transportatietsass
AMP (Tustin et al. 2001) is an integrated planner, scheduler, and discrete-event simulation capable of
solving a wide range of problem sizedrem hundreds ofargo and passenger movement requirements
over tens of dayacrosshundreds of assets toamy thousands of requirememiger thousands of days
acrossthousands of assetsThese problems, regardless of scale, must be solved rdpidlgally in
minutes)as part of an analyst’s workday.o achievehis efficiency, AMP has historically used a greedy
algorithmdesigned to produce reasonable solutions for a specific set of critenigever, as methods at
USTRANSCOM have evolved, there has been an increased need to study different?wsdtaniarios,
explore alternative business rules, and consider different types of tradeoffs (e.g., between cost, timeliness
and resource usage)lo meet these changing needs, AMP has continued to evolve as well. However,
AMP’s greedy algorithm has intrinsic limitations how well it canmeet these evolving needs.

In 2012,we began anulti-phase effort tqyeneralizeAMP to support a broadaange of business
rules and analysggiussain et al2014; Sommer et al. 20140ur approactappliesa new policybased
frameworkthat emphasizes flexibility in problesolving methods and facilitates extensibility new
business rules through

1. Hierarchical local search: A key intuition is to view the entb-end planning andscheduling
algorithm as performing several levels of local search, where lesehmay use alifferent
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search methode.g., exhaustive versus boundeersusgreedy) as appropriate based on user
preferences.

2. Explicit performance objectives. An important capability for supporting different types of
analyses focused on different tradeoffs is to enablaigeeto explicitly specify and vary the
objectives (e.g.lower cost, earlier delivery, fewer assets, shorter routes, ets, well as the
relative importance of eaghised by different levels of searichidentify better solutions.

3. Generalized data structures. To supportfuture extensibility todifferent types of analyses, a
general data structure is defined at each search ilevke algorithm in turn defining a rich
potential search spacd-or instance, AMP currentlgefines its greedy search for what to move
next in terms of specific cargo from a single requiremaéffe can insteadeneralize this ta
searchto move different aggregate loadiscontaning different cargo types and cargo from
multiple requirementsThe latter easily reduces to the forpiart also supports searchésat can
perform load splitting or consolidation, preserve the integrityetatedrequirements (e.gmove
all requirenents for a brigade togetheand more.

In this paperwe describe theurrent approach used in AMP gitan, schedule and simulate airlift and
sealift movemerst and discuss some of itgnitations. We introduce outhierarchical, policybased
framework and preserd new airlift constraint scheduler developed based on the framewbhnis
constraint scheduler has been deployed and is in activeMsdhen describengoingprototypeefforts,
plannedto be completedni 2016, to extend the framework to several other levels of AMP’s airlift and
sealift algorithms. Finally, we discuss possible methods for fuethtesincing searebasedcapabilities in
AMP.

2 CURRENT AMP APPROACH

2.1 Problem Characteristics

An AMP problem compsesa set ofmovement requirements, termed requirement line it&hbl§), that
specify cargo and/or passengers (pax) to mtha must be moved using a globally distributed set of
multiple types of transportation assets (edipips,fleets ofaircraft, trucks and railcars) via a number of
ports (e.g., sea and air) that have capacity limits (e.g., berthing/pagiicg and service crew limits).
An RLN may have multiple types of cargo with different sizes and properaéeslits total amount of
cargomay require multiple ships or aircraftnwove. An RLN must be moved from an origin location to a
destination location, subject to certaiiming constraints, such as ready to load date at origin JRinD
required delivery date at destinatid®DD). Different RLNs may also have differaelative importance.

The goal ofAMP is to producedetailed schedules that move #ib cargépax as required while
respecting alscheduling constrainsome of which guch as RDIPmay be soft constraintminimizing
lateness at destination, and makafficient use of transportation assefhe set of constraints includes
timing constraintsas well as restrictions on asset usage (mgximumtour length foran aircraft, valid
cargo types for the aircrftport esource usage (e.g., don’'t exceed available parkingned maximum
on ground (MOG — or ground crew servicing capacity), flight crew usage (elgn't exceed crew duty
day limits by reshg or swaping crews)routes (e.g., avoid no fly zones) and more

The military transportation scheduling problem solved by AM&n instance of the Nifard class of
problems known as Pickup and Delivery with Time Windows (PDPTW) (Dumes, Desrosiers, and Soumis
1991), a variation of th¥ehicle Routing Problem with Tim@&/indows. It also hasseveraladditional
complexities, such aeterogeneous fleets (Golden et1884), split loads (Nowak, Ergun, and White
2008) andmultiple objectives (Grandinettia et al. 2014%uch problemgtypically muchsimpler and
smallerthan AMP’9 have been solved by othdrsvariousways using heuristics, optimization and/or
metaheuristics (Wassan and Nagy 2014jowever, the use case, complexity and scale of AMP have
historically required a fasheuristic greedy algorithm to merintime needs.
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2.2 Discrete Event Smulation

For a given scenaridAMP performsa discrete event simulation whichit plans RLN movements over
time and therexecutes thosmovements as the simulation clock advances, refitiiaglans and detailed
scheduls as events executelhis approactenables it tanodel the complex interactions between all the
different modes of transport (e.qg., truck totairail), as well as althe interactions that occur within the
scenario’s specifimetwork of transportation assets and resourcBsripted simulation events in the
scenario may add or change RLNs, change port or dlestability and moreat various times. Wile
AMP does simulate many modes of transportation effort focuses onhie strategic leg of AMP, which
movescargo between locations that hawtretches of oceabetween them AMP simulatesstrategic
movementdy performing a two phase operation on each simulation day (see Figure 1)

Handle planning event
for all RLNs looking

forward N days Add detailed simulation events as scheduled ) o

D 4 (takeoffs, landings, service, loading, etc.) Simulation Time

G

Single simulation day

~.. | Add planning event to
Sealift \ Airlift \ {1 next day for all RLNs

/
Mode Selection | : | ; |
! ' Scheduling | Scheduling for next N days
'V: Determine whether : Create detailed §chedules for all unscheduled :—
uncommitted RLNs go : RLNs that can depart today i
by air or sea ! '
Planning Phase Scheduling Phase

Figure 1: lllustration of strategic planning and scheduling phases on each simulation day.

23  Strategic Planning Phase

First, AMP performs an initial planning operation, known as mselection which determinesvhether

cargo will move on aircraft or shipg-or several reasons, includimgdudng the potential impact ohée

loss of an aircraft or ship, it is desirable to have groups of related cargo travel together. IthkMP
desire is represented by a constraint that all of the cargo from an RLN must travel by the same mode and
between the same ports on the strategic leg. Thesnode selection problecan be described as the
choicefor each RLN of whether theLN will travel by air or by sealhe mode selection algorithm looks

out a certain number of days and considers all Rbhishave not yet been committed to a mode.

In the current AMP, the best choice of mode for an RLN is the choice that will deliver the RLN to its
destination most quicklyPrior to the mode selection heuristic being run, the RLNs are put in order from
highest priority to lowest prioritywith RLNs that are supposed to be delivered eagieen higher
priority. Since the goal of the heuristic is to deliver cargo as fast as possitllajrcraft movéaster than
ships airlift planningis run first and plans to move every RLN that it catarting with the highest
priority RLN and working its way down to the lowest priority RLNWhis is essentially a preliminary call
to the airlift scheduler (see belowhs airlift planning is run, it records for each RLN the estimated time
that all of the R.N's cargowill be delivered Then sealift planning lgéns. Starting with the highest
priority RLN and working its way down to the lowest priority RLN, sealift planning looks at each RLN
and computes an estimated einthat it could deliver all of the RLN’s cargo. This is essentially a
preliminary call to the sealift scheduler (see belowlj. sealift planning can deliver the RLN’s cargo
before the estimated time that airlift planning could deliver the RLN’s cligoa mode of sea is chosen
for the RLN. At this point in the process, itmembers which shig) has beeallocatedfor that RLN
When mode selection is complete for all RLNs, aircraft allocations for RLNs chosen to go by air are
discarded but ship allocations for RLNs chosen to go by seatameed
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24  Strategic Scheduling Phase

Once theplanninghas been performed)l RLNs that carbe started orthe current simulation dawre
scheduledn detail as appropriate for the planned mode. An RLN is considerathitted to theurrent

mode selection only when an actual simulation event has been generated for it. If an RLN is not ready for
scheduling on the current simulation day (e.g., the cargo is not available at the port of emb@&diion

yet), or if it is even too early to initiate supporting movements (e.g., still early to move the cargo from the
origin to the POE by truck), then the RLN remains uncommitted. All uncommitted RLNs and all
committed RLNs with remainingnschedulednovementsarere-consideredhe following day (including

new mode selection decisions based on the latest simulator state).

2.4.1 Airlift Scheduling

To schedule th&LNs planned tanove by airona given day, AMP’s current strategic airlifscheduling
capability applies a mulstep greedwlgorithm illustrated in Figure 2For each RLN, in priority order,
the scheduler tries to schedule as much ofcdsgo to move as possible across, potentially, multiple
aircraft. Cargas scheduled from largest to smallestan iterative manneuntil no more cargo remains
on the RLNor no new movements were successfully fouhtleach iterationthe algorithmchecks he
following options in order untilhe firstsuccessful mission is found:hat mission ishenloaded with as
much cargo from the RLN as possible, and the next iteration begins.

1. The earliest matchingxisting mission that travektoports arevalid POE and port of debarkation
(POD) for the RLN at suitable times to meet constraints (i.e., afteatige is available to load).

2. The existing mission thatan reach the POE soonest (after its last dowhlaadcan have the
requiredRLN movement ppended tats currentschedule For each potentiappended mission,
it tries to find a valid routerom POE to POD that obeys all constraints

3. The homebasedaircraft, of the right type to carry the cargihat is homébasedclosest to the
POE and able to fly a new missioRor each potential new mission, a valid route is sought.

In priority ord |
n priority order i If all new

Choose ~ L 1l : aircraft fail
RLN Choose argest to smallest
cargo/pax = ;
0 go/p Choose Try Try new
‘ on RLN . Jd o Jd o
matching — mission —— aircraft
. mission append mission
1 T I
If match exists,| By soonest to% By preferred aircraft type,
make greedy reach POE By soonest to reach POE
mission choice Try Most to least “productive”
If cargo/pa. - route
remains Fill up (large Choose Greedy
—  tosmall earliest “route

If reach end of route with

cargo) departures scheduler”

. viable schedule, make
i If no cargo/ pax remains : - .
TS ‘ greedy mission choice

Figure 2: lllustration bkey sequence of air schedulistgps and greedy choices in current AMP

For appended and new missions, finding a valid route involvexfirsputing possible routes from
the POE to POD and sorting them according to their product{tiiy maximum cargtoad the aircraft
can carry over the route divided by the total time to tréhwelroute). For a given route, a greedy route
scheduler tries to schedule the departuimmes at each successive airport on the route tasbearlyas
possible taking hnto account the availability of parkidOG, service resources, and other constraitits.

2345



Hussain, Vander Zee, and Tiberio

alsorests cew as late in the route as possiblén this approachan aircraftminimizes unnecessary
waiting and arrives in the earliest valid parking spot at the next port (wketie apotis one thats long
enoughto meet ground time constraints at that poltt an aircraft cannot depart from any time inghst
to arrive in a valid parking slot at the next port, the route is considered a failure and the neagtriedte

2.4.2 Sealift Scheduling

To schedule the RLNs planned to move by sea beginning on a given day, AMP’s current strategic sealift
scheduling capability applies a heuristic that searches for suitable existing ship voyages and (in turn) new
voyages, greedily loading cargo on the eligible ships it finds. First, for each RLN, in priority order, the
heuristic checks whether the RLN can be scheduled on existing voyages. Then, for each remaining RLN,
in priority order, the heuristic iterates over all possible POEs for the RLN and all possible PODs for the
RLN. POEs are iterated over in order of increasing distance from the origin and PODs are iterated over in
order of increasing distance from the destination. Eligibility of each ship is determinegebyer the

ship is able to carry the RLN’'s cargo type and is permitted to use the POD/POE. Eligible ships are
iterated over in order of increasing time of availability at the POE. An estimate is made for each ship of
when it would reach the POD to unload the cargo (closure date), taking into account port operating hours
and berth availability. If the closure date for the ship is acceptably early, then it is added to a short list. If
the short list is nommpty once all ships are examined, then shipshe short list are ordered by their
estimated closure date (earliest first), and ships on the list are loaded greedily in order with as much cargo
from the RLN as possible until the cargo is fully loaded or the short list is exhausted. If all ofgihe car
can be loaded or certain other conditions are satisfied, then the latest estimated closure date of the ships
carrying cargo is compared to the date to close the RLN by airlift and to the date to close the RLN with
other sealift POE/POD pairs, and thdiop with the earliest estimated closure date is kept. Each time
new voyages are scheduled, the heuristic iterates over the remaining RLNs in priority order attempting to
fill up the new voyages. Ships that are scheduled with an insufficient amoumngjofare rejected at the

end of the process, and any cargo assigned to those ships is scheduled again the next day.

25  Limitations of the Current Approach

AMP currently uses fixed heuristics (e.g., the order in which RLNs, cargo, missions, voyages and routes
are explored) and several greedy choices (e.g., pick first successful mission, pick first successful route).
These can limit certain tradeoff considéras as well as introduce certain inefficiencies, such as:

e The airlift algorithmwill fly an aircraft with an existing mission from a distant port in otder
pick upthe RLN rather tharchoosea new aircraft already at thpbrt. This makes exploring
different tradeoffs in timeliness versus costicult.

e The greedy choice of onlyne earliest valid arrival parking slatan result in many failetbutes
that would have been viable ldter slos that couldavoid congestiorhad been chosen instead

e The greedychoiceof whento crew restan result in restingt a congested pofthereby further
exacerbatinghe congestion), or in restiraj a port betweethe upload and download instead of
resting on a positioning leg (before or aftemvhich isa poor choice when carrying pax.

3 POLICY-BASED SEARCH FRAMEWORK

Our approach to enhancing AMP is to apply a framework that makes these searches and decisions as
explicit and open to easy adaptation as possible. In particular, we define several classessf polici

o Sdection policy: Logic that defines the sef possible solutions to explore and a basic ordering of
those solutionsThis policy is based on a generaliz#ata structuréhatdefines the search space.
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e Traversal policy: Logic that determines how tredgorithm searches the space of solutions, the
specific order in which solutions are considered, and the stopping criteria for the search.

e Evaluation policy: Logic that defines what a good quality solution This policy should reflect
the analysts’ keypriorities and the tradeoffs they are examinikgplicit evaluation policies
enable analysts to adapt the behavior of the sedgahithmsto prefer solutions that meet new
priorities. For instancepn one run analysts might emphasize minimizing cledateness, while
on another run they might emphasize minimizing the number of aircraft resources used.

e Business rule policy: Logic that reflects a particular organizational rule that needs to be applied
under certain circumstances. For example, the aulesunding when a flight crew must rest and
how much rest must be taken are well defined.

e Heuristic policy: Logic that reflects a particular rule of thumb to apply based onlifeal
experience, analysts preferences and/or developer choices.

Taken together, selection, traversal and evaluation policies fully difinsearch behavior of an
algorithmand capture an explicit approach to balancingetfieiencyof the algorithm with the quality of
the solution. Business rules and heuristics cafiect small or large decisions made during a seaucth
reflect aspects of thagorithmthat may potentially differ under different usases.

3.1  Policy-Based Airlift Constraint Scheduler

Our first application of the framework was to replace the greedy route scheduler with abssacth

approactbuilt upon an inductive algorithm (see Figurg.3Rather than making commitmentsspecific

departuretimes at all portsthe algorithm generalizes to theoncept of a sequence of valid departure

windows. Given a departure window A from port N-1, the algorithm computes the arrival window B at

the next port N based on the required travel time for the airdtafien identifies all th@ossible parking

slot windows over all theamps at port N that the aircraft could possibly lanthéper parkingse ection

policy) and searches ovdhem (as per parking traversal policy- such assearching by ramp first,

searching across ramps, or ordering all window by their starting. raeja givenparking windowon a

given ramp it then makes surethe window is long enough for amgquiredground time constraints

Based on the crew duty business rulgolicy, it determines whether crew rest or swap is requanred

allowed and checks each possible case ¢hange, crew rest, crew swap). For each parking window that

meetscrew duty needge.g.,long enough for crew restk checkis madefor availableservicewindows

(i.e., that have duration greater or equal to required service time). For a given servicastpeea(

service heuristic policy - here a greedy choice of the soonest service window is made), it cortiptes

possibledeparturewindow containing all time remaining after applying all ground time constraints and

operating hours. The algorithnssessegach departure window based on an estimate (as per schedule

evaluation policy) of how good the fulfoute schedule could possitlidg given optimisticscheduling from

N to the end of the routeA schedule evaluation policy can enforce a simgierion, or balance multiple

different criteria using aweighted function —such as theamount of crew rest, closure lateness,

unnecessary watimes and mission duration Using the estimate, ipicks a departure window @o

explore further ds perdeparture traversal policy) and continugthe induction forport N+1. Subsequent

backtracking to this level of the induction may or may not occur (as per the departure traversal policy
When this inductive algorithm reaches the final port of the route, the result is a complete set of

scheduling windows where departure at any point in any of the windows is guaranteed to reach the end of

the route. For each such result, the final step e®llapse it to a specific scheduling solution by selecting

specific departures and distributing any unnecessary ground wait time. As shown in Figure 3b, a wait time

heuristic policy works backwards over the route to collapse the result and choose degiarag. The

late decision of specific departure times offers great flexibility in wait time policies, such as preferring

longer wait times at less congested ports. The quality of the completed schedule with defined departures

is assessed by the schedule evaluation policy, and the departure traversal policy either accepts the best
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schedule found so far or backtracks and continues the search. Different policy choices lead to different
types of searches. Greedy search, boundedilbs®stearch, exhaustive search, and more are possible.
Port N-1 r\ Port N r\ Port N+1
- All constraintsﬁ met in a specific parking slot.
L IA: %Earliest departure from N-1 to latest departure window
_ Travel time (N-1 to N)
:;l B: Earliest arrival at N to latest arrival window

[ Parking windows on Ramp i [as per Parking selection/traversal policy]

X l l Crew rest constraint [as per Crew duty business rule policy]
. I Available service windows [as per Service heuristic policy]
I I Selected service times (with required duration)

l Closed operating hours
j C: First possible departure window [as per Departure traversal policy]
* |:| Second possible departure window

* - Quality estimate [as per Schedule evaluation policy]

(a)

# N\ N\ N\
l_[.l \_I \_[_1 ... collapse from last node
# - Quality measure [as per Specific departure time [as per
Schedule evaluation policy] (b) Wait time heuristic policy]

Figure 3: Policybased airlift constraint scheduler with (a) inductive algorithm and (b) collapse method

3.2 Results

The new policybasedconstraintscheduler was deployed in 2014 at the end of our first phase of effort as
anoptional scheduler to use instead of the original AMP greedy core route scheduler and as part of a new
AMP schedule optimization capability (Sommer et24114).Full deployment of the new scheduler to
replace the originabne is anticipated in 2016 onc# is expanded tohandle additional required
functionality andfully hardened. As shown in Table the constraint scheduler, running using an in-
depth search policgganproducesolutionsthat arebetter in solution quality than the origimreaMP while
remaining comparable in run time for both a simple and a more complex scenario.

Table 1. Results of new airlift constraint scheduler with mordeioth search compared to AMP’s
original greedy scheduler

Scenario Scheduler RunTime Closure Closure Average  # Missions

(minutes) Cargo Pax Days Late  Scheduled
Simple Original 0:10 99.99% 100% 2.38 41
New 0:11 99.99% 100% 1.75 26
Complex | Original 3:36 99.54% 100% 3.88 3905
New 4:05 99.53% 100% 1.88 3699

4 POLICY-BASED AIRLIFT

In our ongoingsecond phase of effort, vaee extendingthe policy-based framework throughout airlift
schedulingand to sealift scheduling (see Section 5). For airlift,gmal is to preserve the capabilities of
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the original algorithm as a particular set of default policies while enabling a variety of alternative policies.

A ground-up refactor was required in order to introduce appropriate generalizations, encapsulate state and
create a hierarchy of search capabilitiedle haveidentified and introducedhore than twiwe policy

insertion points and four generalized data struct{ses Figure 4}hat together with the completed
constraint scheduleencompass and surpass the capabiliti¢seobriginal AMP.

Mission Payload Aircraft Interleave Route
Selection/ — Selection/ Selection/ - Selection/ —>{ Selection/
| Mission T | Aggregate T | Aircraft T | Interleaving T |

Traversal | Gy, raversal | "y 000 raversa Bin raversal | o cioines | Traversa

Notional ¥
Mission :

Support brigade Explicit distribution
integrity | across aircraft, Optimize
Support iterative Explicit fuel/load aircraft choice
refinement tradeoffs

Optimize
pickup/dropoff
ordering

Constraint
Scheduler

Load
Payload as
Possible

Aircraft Interleave Route

Best Evaluation Best Evaluation Best Evaluation
Aircraft Interleaving Route

Figure 4: Five key levels of the prototype pollzysed AMP airlift scheduler.

4.1 Mission Level

The mission selection policy determineswhich RLNs to consider for the current day and orders them
based on an appropriate business rudekey generalization used here is that multiple RLNs can be
considered together as a mission group. The original AbRBhaviorwould beequivalent to having the
groupalways be of size 1Multiple missions may be grouped based on similarity (e.g., sttdeast one
possibleAPOE andAPQOD), relatedness (e.g., same brigad operation), or other grouping logid-his
supports, for exampl@reserving brigadmtegrity orensuring full aircraft loasl

Moreover, anotional mission can also be provided ah specifies a missiofpotentially comprising
multiple uploads and downloayishat can be flown by a single aircrafith additional hard or soft
schedulingdetails(such as routinghoices, schedule times dadcargo amoun)s Notional missions are
alsoorderedwith mission groups by the mission selection policy based on an appropriate business rule.

Themission traversal policy determines the next mission to schedBg. default this would explore
RLNs in the same order as the original AMiRe., furthest travel to neargst But, new alternatives are
possible such as considering missiobased oneither theirtotal amount of cargo to move, timing
constraints or geographiocation

4.2  Payload L evel

Given a missiorto move the cargo selection policydeterminesxactlywhat to try to loadn a plane.A
key genealization used here is that multiple cargo types and amd@iname RLNs in a mission group)
can be split upnto aggregate payloads. The partitioning upof the entiremission group into multiple
payloads enablesxplicit balancingof load sizes againstéhallowable routes and the numbers and types
of aircraft. In the original AMP, each aircraft for an RLN is scheduled sequentiallygeretily bir
packedto capacity if possible. Due to range/payload curve limitations, the choice of how much is loaded
on an aircraft impacts what routes it may fly and how manyoere stops are needed for refueling.
cargo selection policy canexplicitly distributeall the cargofor a mission grougcross aircrafto enable
control over the length of routes chosen and the numbers of aircraft used

The cargo traversal policy determines the order in which to try to schedule aggregate payloads and
how extensively to try to scheduke given mission group beforenoving onto the next group.This
enableshalancing dedicated treatment of RLNs with more distributed treatfeant deptHirst versus
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breadthfirst traversal of the mission groupsYhis can be importarin managing resources when two
groups compete for, say, a common pdrRather than stacking all @he mission group’s flightfirst
followed by the second groupféghts, theycaninstead be interleaved one flight at a time.

4.3 Aircraft Leve

The aircraft selection policy specifies which aircraft or set of aircraft to consider nextkey
gereralization usethereis that ofaircraft bins. An aircraft bin represents a set of aircraft that each has,
in principle, a competitive reason to be considered for the solutioa.binned approach, all aircrafol
new and existing missiopsnay be raked against multiple differemtiteria (e.g., bydistance from the
APOE, by amount ofemaining cargo carrying capacityy how far along in their total mission duration
they are). A bin can then be formed by choosing, in turn, the next best dicradiach criterion.

The aircraft traversal policy can independently try out all thercraft in the bin and evaluate the
resulting schedulingsolutions against an aircraft evaluation palicfhe aircraft bin generalization
supports parallel search andma finegrained controlby analystsover how aggressively higlevel
objectives(embodied in the evaluation function) are pursddds would allow, for instance, preference
for flying a new mission with a nearby aircraft ovediatantaircraft wih an isting mission when the
former is evaluated as less costly (for a particular-lsased evaluation function). The traversal policy
can explore the bins as deeply as dediaskd on a stopping condition (e.g., greedily to exhaustively).

4.4 Interleave L evel

The interleavesdection policy specifiesa particular interleaving of uploads and downloads in order to fly

a given mission with a given aircraft. A key generalization used here is that of an interleaving constraints
specification. At a minimum, the spdfication indicatesall of the upload and download stops, their
orderingand their timing constraintsDifferent interleaving ofuploads ad downloadge.g., up, up,
down, down vsup, down, up downnaybe possible-this policy isnot generatinga full route but rather
providingalternative approaches to flying the missiaNith this approachdifferent ways of aggregating
cargo acrosglifferent uploads can be explored, rather thiaa appenanly approach of the original
AMP. Also, whena notional mission is provided, the specific interleaving from that earlier solution can
be preservedr improved upon depending on the policy.

The interleave traversal policy performs a search over the set of possible interleavings (which may
range from sequential and greedy to exhaustive and parallel). Each specification informs the route
selection/traversal policies what the required stops are, and the route policies can then explore a variety of
alternative efroutes. Based on an interleave evaluation polfeybest interleaving selected

45 Route Leve

Given an interleaving constraints specification, thate selection policy creates a range of possible
routes by composing alternate routetweenany two successive pairs sfopson a route. Theroute
traversal policy explores those routes with an explicit ordering and expdicipping criterion. This
enables uso explore alternatives to the bapioductivity ranking,such as accounting for current levels
of congestion in the network (e.g., prefer routesdnaless congested).

4.6 Hierarchical Evaluation Policies

At each level of searclifferent tradeoffs may be at playOur approachseeksto align the evaluation
policies usedat each level to ensure to@bottom consistency where possibleaithieve he analysts’

key objectives. For instance, choicest a low level should not be in competition with choices at a higher
level - both should account for related criteria when possibla. example, ithe low level always skips

a lower cost solutigrthenthe higher level cannot truly optimize for cost, but if both include a weighted
function balancing cost with lateness, then smdnd optimizatiorof cost is improved.
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5 POLICY-BASED SEALIFT

As part of the ongoing second phase of the effort, we are creating a prototype that getiezghadsn

of the sealift heuristics that, given an RLN that cannot fit on any existing planned voyages, searches for
one or more new voyages that are capable of carrying the RLN. Figure 5 illustrates the desigrtlier h
hierarchical policybased framework will be applied to this part of the sealift scheduling problem.

POE FOD Ship Set Cargo
= Selection/ s Selection/ =+ Selection/ | —+ Assignment
RN | Traversal |Fossible | Trayersal |Possible | Trayersal |FPossible | yayristic

I POE POD Ship Set | !
. POE | | pop | | ship Set
gest | Evaluation | Best Evaluation | p.; | Evaluation Cargo to Ship
POE POD Ship Set Assignment

Figure 5: lllustration of policyzased sealift planning

The top two levels — the POE and POD policies — will give the analyst control over énénondhich
pairs of portsare presented to the restthe algorithm. Analystswill be able to choose to order ports by
increasing expected busy time or by increasing distance from POE to POD rathibethatances from
origin to POE and POD to destition. The next level the ship set policies generalizes the current
short list of eligible ships with acceptably early closure dates, giving analysts the ability to limit the
number and dissimilarity of ships passed to cargo assignment at the samdhtiencargo assignment
heuristic policy generalizes the current greedy assignment of cargo to ships with the earliest estimated
delivery dates, giving analysts the ability to explore assigning cargo to the latest ships that are on time,
assigning cargootcargo areas of the ship in different ways, assigning cargo to ships with maximum
possibleutilization, and so on.Policy-based sealift, likgolicy-based airlift, will include hierarchical
evaluation policies that give analysts the ability to align the evaluation criteria used at different levels of
the algorithm, making all levels of the search consistent with the analyst’s current key objectives.

6 FUTURE DIRECTIONS

Once we have completdte current effort to prototyppolicy-based generalizations inethirlift and
sealift scheduling algorithms, there aeveral potential future steps.

6.1 Alternative Search Levels

In our current application ahe framework, the order of the decisions made mirrors the ordéein
original AMP algorithm. However, this ordering is itself a heuristic, and alternatives are possible that
may introduce different ways of solving the problandbr different efficiencies.For instance, rather

than scheduling one aircraft at a time and performing independent routing decisions for each aircraft, a
more deliberate policy could analyze the total required number of aircraft needed and make a more global
estimate of the best rms and frequency of missions to uskhis could for examplejsolate different
subnetworks that may be used for different RLNs and maximize throughput along those subnetworks.

6.2 Iterative Simulation

AMP currently operates in a linear, nierative fashia. Within a run, the simulation moves forward one

day at a time. Choices made early in the run can highly constrain what happens on later simulation days,
but those early choices cannot be revisited. Between runs there is only one limited form of manual
iteration. Analysts calock an air mission for a previous run, and the mission will be executed the same
way in a new run, using the same aircraft type, route, scheduled times and cargo loads.
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An opportunity for iteration may become possible with a policy-based framework extended through
mode selection, airlift, and sealift. After an initial simulation run or portion of a run is completed
(without executing scripted simulation events that are supposed to be surprise events) some missions can
be retainecand provided automatically as notional missions that the subsequent run may replicate or try
to improve. The choice of missions to retain could be policy-based, enabling the analyst to focus on, say,
iteratively lowering the cost of the overall solutionkeeping lowcost missions.

6.3  Policy-Based Mode Selection

The mode selection heuristic currently used in AMP considers one RLN at a timdiaradessvhether

the RLN can be delivered earlier by sea than by air. If sea delivers dadigmocess also assigns the

RLN to specific ships, though those ships might be better utilized for other RLNs that haven’t been

considered yet. A policipased approach could support a more general search that explores potential

mode choices across all RLNs before assigning any RLN to any specific ship. Moreover, the planning and
scheduling phases could be fully detangled, as depicted in Figure 6.

. RIN ! Airlift Sealift
Mode Selection | | . .
' flagged by © | Scheduling Scheduling
| airorsea | i
Airlift Sealift || nogsset | Create detailed schedules for all unscheduled i
! | Planning Planning | allocations ! RLNs that can depart today

! .
! retained |
.

Scheduling Phase

Planning Phase

Figure 6: lllustration of policy-based mode selection as fully independent from scheduling.

A selection policy within mode selection could control the order in which groups of cargo (e.g.,
RLNs) are considered by the mode selection heuristic. In the current algorithm, the order is determined by
the RLN priority mentioned iné&ttion2.3. Aternative policies such as ordering threups of cargo from
largest to smallest or ordering them by proximityiine and location could be considered.

A traversal policy within mode selection could explore different combinations of mode assignments
across RLNs.The current heuristic assigns a mode of airlift to all RLNs and then considers changing that
mode to sealift for one RLN at a time in priority ord&n. alternative traversal poliagouldbeto explore
changingN RLNs at a time. For example, changing two RLNs at a time, with four RLNs total, would
result in comparing (air, air, air, air) to (sea, @ir, air) (air, sea, air, air) and (sea, sea, air, air) and
picking the bespair of mode choices for the first two RLNs before proceeding.

An evaluation function within mode selection using different objectiwesdcmake it possible to
perform a wider range of analyses with AMP. The current appréamises almost exclusively on
lateness. However, cost is another important consideration for analystdternativeevaluationpolicy
for mode selection, based on Jadowdd et al. (2014), could be to convert lateness into cost with user-
specified factors for how much it costs for each RLN to be delivered late and add actual cost.

7  CONCLUSIONS

We have introducec policybased frameworkhat we haveapplied at multiple levels of the AMP
algorithmin order to support an enhanced, extensible sdzsbd approach. A new airlift constraint
scheduler demonstrating the value of the framework has been completed. Work is underway to prototype
the use of policies throughout most of AMP airlift and sealift scheduing is plannedo complete in

2016. Once in place, theey benefitwill be the ability to readily explore a range of alternative business
rules and search methods. We envision tifigtwill open up new use cases, as well as greatly enhance
the variety and depth of analyses that may be performed by USTRANSCOM analysts.
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