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ABSTRACT

Resource capacity plans and allocation policies have a significant impact @arfirenpnce of business
projects. This is particularly true in situations where multiple projectgpetsconcurrently for scarce
resources. Project management tools have limited ability to analyze the impasbuofce allocation
policies in systems with variability. Simulation tools are designed for ybis of analysis. This paper
focuses on simulation analyses of the relation between changes to resourdg, aagacirce allocation
policies, variability, and project performance. Scenarios are simulated foediféembinations of changes

to resource quantities, work schedule durations, allocation policies, and taskrdueatability. Each
scenario’s performance is measured based on total project cycle-times and costs. The results damonstr
how increasing the flexibility of resource allocation policies can increaseffingtiveness of resource
capacity and significantly reduce project cycle-times without increasing project costs.

1 INTRODUCTION

Business projects range from workforce planning to disaster response to prognagement. Project
management is the process of ensuring that results are delivered as expecteceathilg antargeted
deadline within a fixed budget. Companies use project management to leverage tise lnésesources,
reduce time to market, and handle technological complexities. Successful projectmamagfforts result
in improved performance and competitiveness (Kuhl 2008). The performance of a project carsbeethea
and assessed using three dimensitinge to deliver resultsquality of the delivered results, amdst to
produce these results. These dimensions depend strongly on a system's resourge whjmdciis a
function of the quantity, schedule, and properties of the resources (funds, laboresgugim) required
to perform the project. The time required to perform a project depandegving the right resources
available to perform the right task at the right time. The less availadplered resources are to perform
specific tasks, the more tasks are delayed. Also, the less proficient resour¢he &eger it takes to
perform tasks and the more likely tasks will need to be reworked. The more taskayed datl the longer
it takes to perform them, the longer it takes and the more it costs to complete projects.

One of the greatest challenges of project management is determiningheha&isburce capacity
requirements are for a project. The amount of capacity required depends on the desrdtheydr a
project. A commonly used method for estimating project cycle-time is &ecagproject schedule network
diagram. The schedule network identifies the durations, sequence, and dependericibe tdsids in a
project and allows project managers to identify all of independent work flow routes througeca e
route that dictates the cydne of a project is the project’s critical path. In order to predict what the cycle-
time of a project will be, it is important for project managers to wgtded the relation between resource
capacity and the two main components of the cycle-time for critical path tasisk 1)
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execution-time and 2)resour ce wait-time. Task execution-time depends on the nature of the task being
performed and the proficiency level of the resource performing the task. Tihie adifficult to estimate
when there is little or no historical data. Resource wait-time depends on thabitityaibf resources
required to perform a task. Resource availability can be very difficplettict when there is variability in
the system. Variability is introduced into the system when actual task exetotemdeviate from their
estimated times, resources experience unscheduled down events, and tasks need to be restenked. Sy
variability increases, sometimes severely, when multiple projects hagkgxacution-time variability
concurrently compete for scarce resources. Most project management tools dddrests system
variability and the unavailability of resources that exists in real-worldr@mvients where projects are
executed (Deleris 2007). Consequently, these tools are not capable ofedg@stinating the resource
wait-time component of tasks and thus, project cycle-time. Simulation tools are desigmalirately
represent the types of variability that impact resource wait-times. Thelsecan measure the tradeoffs
between reduction in time waiting-foesources and increases to task execution-time.

This paper uses simulation to create a model of an environment where multigletspogmpete
concurrently for scarce resources while experiencing variability.

2 LITERATURE REVIEW

The Project Management Institute (PMI) has identified ten knowledge areas fectpr@nagement,
including scope management, cost management, and time management (PMI 2013). Aewetard |
review (Patanakul 2010) of project management tools and techniques (PMTT)thaitedost project
management information is found in books, both academic and practical, which focus on tiie @fenef
project management and the process of using PMTT (see Larson@d4@view also noted that most of
the current literature was specific to how PMTT would be used in each of the PMI knowledge areas.

While there is an extensive body of printed information about PMTT, few referent#sdorijunction
with dynamic simulation were found. Instead most referred to Monte Carlaasiomufor risk management
(Kwak 2007) or simulation gaming of project management cases for edu¢startin 2000). The two
standard texts on dynamic simulation (Law 2015, Banks 2010) do not address manjegement or
resource allocation policies. Literature regarding policies for allocating aoresirresources focuses on
comparing the capabilities of various project management tools (Farid 18®8&peknowledging that the
packages have deficiencies when resource scarcity is high or the numberitidsadilarge (Trautmann
2009), as is common in the real world.

3 MODEL DESCRIPTION

A discrete-event simulation model was created to represent a hypotlgsiteah containing the resource
contention and task processing dynamics found in most project management envirorimeemisddl was
created using ExtendSim because its advanced resource management (ARM) capabitias @ovi
convenient mechanism for representing task processing complexities and resouatierajmiicies that
conditionally depend on system state (Imagine That Inc. 2015). The results of simsdatianios were
stored in the ExtendSim database (Diamond 2@ifl) exported to Excel at the completion of each
simulation run.

31 Tasks

Simulation projects consist of a set of tasks that have to be performed infie spéer. Each task consists
of an ordered sequence of phases: 1) wait for precedents, 2) wait for reqaoetes, 3) process tasks,
4) release resources, and 5) spawn successors. Figure 1 shows how the block set inmEsteisd8ito
represent these phases in the simulation model. The phases that govern taskeyalait for precedents,
wait for resources and process tasks) are outlined in blue, yellow, gandspectively. For consistency,
this time-mapping color schengeused throughout this paper,.
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Figure 1 Generic structure used to represent the phases of a task in the simulation model.

To simplify the analysis, a hypothetical schedule network consisting of ddasled as a template for
all project instances. The structure of the schedule network for these 9 tasks is shgurei2 Fi
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Figure 2 Schedule network.
There are three independent workflow routes through this network as indicatedeii Tab

Table 1: Workflow routes.

Route Tasksin Route

Route 1 Task 1-Task 3-Task 7 - Task 8 - Task 9

Route 2 Task 1-Task 2 -Task 4 -Task6 - Task8 - Task 9
Route 3 Task 1-Task 2 -Task5-Task 6 - Task 8 - Task 9

Each task is assigned a mean duration value, a rework probability, and one résswwncieom a pool
(see Table 2). Task durations are stochastic and calculated using log normal distribbiéionsaim values
for these distributions vary as a function of the task type. Standard desiate expressed as a percentage
of the mean. For a given simulation run, this percentage is constant actasksalReworked tasks use the

same log normal distribution to determine their duration. Tasks canngtrsteessing until all precedent
tasks have completed.
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Table 2: Task assigned properties.

Preferred Resource Pool Alternate Resource Pools
Task Dur:t/:::n(hrs) Low Flexibility High Flexibility Low Flexibility High Flexibility Rework
Allocation Policy | Allocation Policy | Allocation Policy | Allocation Policy
Task 1 4 Pool A Pool A none Pool B, Pool C 0.05
Task 2 16 Pool B Pool B none Pool A, Pool C 0.05
Task 3 10 Pool C Pool C none Pool A, Pool B 0.05
Task 4 14 Pool B Pool B none Pool A, Pool C 0.05
Task 5 16 Pool B Pool B none Pool A, Pool C 0.05
Task 6 12 Pool C Pool C none Pool A, Pool B 0.05
Task 7 10 Pool A Pool A none Pool B, Pool C 0.05
Task 8 8 Pool B Pool B none Pool A, Pool C 0.05
Task 9 20 Pool C Pool C none Pool A, Pool B 0.05

To understand the differences between the routes, it is useful to introducateptoof theoretical
route cycle-time. This is the minimum possible time required to perform thedlasksoute. It represents
the time to complete a workflow route when there is no variability in the system, no rework, atalyso de
waiting for resources. For this situation, theoretical route cycle-tieguial to the sum of the mean values
of the durations of tasks in the route. Figure 3 shows a graphical represeofatie theoretical cycle-
times for each workflow route.

Theoretical Task Route Cycle-Times
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Figure 3 Theoretical cycle-times for each route.

In the theoretical system for this project, Route 3 is the critical pathamtycletime of 76 hours.
However, in the real-world, task durations have variability, rework can occur, aedgtmmtention for
scarce resources (Vaziri 2005). Depending on the level of real-world vayiabiBtpossible for any of the
three workflow routes to be the critical path of a project. When theasigrificant variability in the system,
project management tools are ineffective for predicting which route witideritical path. Because the
real-world system being modeled in this paper uses simulation technology, it islgpdssaccurately
represent the relation between real-world variability and project cycle-time.

3.2  Resource Capacity

In the simulation model, resource capacity is represented based on resource gquamtitesedules, and
resource proficiency levels. Each resource is represented as a distinct entity belongingdolar feol.
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Pools represent resources having specific capabilities. These capabititade dihether a resource is
capable of performing a particular set of tasks. The simulation consibteeifferent pools of resources.
The more resources there are in a given pool, theggtbatcapacity of the pool.

Each resource is assigned a work schedule. Work schedules determine how many hours avilesource
work each day. For the simulation experiments performed in this analysis, resoarkds blocks of
either 12 or 24 contiguous hours. Capacity increases as the duration of the number iof theunsork
schedule increases.

Proficiency levels govern the rate at which a resource can perform a task. Ropfielesls are
expressed as numeric values ranging from a low of 0.6 to a high of 1. The efthatation of a task is
calculated by dividing the proficiency level of the resource performingasiieinto the log normal value
of task’s duration. Thus, a resource with proficiency level 0.6 takes 67% longer to perform a task than a
resource with proficiency level 1.

Proficiency levels are also used to compute effective rework probabilities for tasksthleffective
task duration, the proficiency level of the resource performing a task is divided into the task’s rework
probability to generate an effective rework rate. Thus, a task having a 5% rpmedbility being
performed by a resource with proficiency level 0.6 would have an effective rework probability of 8.3%.

As proficiency levels increase, the total capacity to perform work isesdaecause the time required
to perform the same number of tasks decreases.

33 Allocation Policies

As defined in ARM, allocation policies dictate which resources can be allotatetiat tasks. Task
resource requirements control how resources are allocated to tasks. Task re=sguireenents are
expressed in terms of the quantity required and the pool the resource belongs to. For eesoapbes in
Pool A might be capable of performing Tasks 1 and 7 only. In this cas&R¥eequirement for Task 1
would be expressed as follows:

1 RESOURCE FROM POOL A

If resources in all three pools were capable of performing Task 1, the raguirement for Task 1
could be expressed as follows:

1 RESOURCE FROM POOL A OR POOL B OR POOL C

The simulation attempts to satisfy task resource requirements by searching gradksftfito right in
the requirement expression. For this requirement, A is the preferred pool and B aradt&raate choices
(see Table 2 The order in which pools are listed opens the possibility to experimdntavibus resource
allocation policies. Thus, in the resource requirement above, the simulation wsiédtémpt to allocate
resources from Pool A. If no Pool A resources were available, it would nextoakdilable resources in
Pool B, and finally Pool C. All simulation scenarios analyzed used task ceseguirements where pools
were listed in order of decreasing proficiency on a task.

34 Task Execution

Tasks cannot start until all of their precedent tasks are completed and tihedregsource is available.
When the resource becomes available, it is allocated to a task for the full task duration. The execution of a
task is preempted if its allocated resource goes off-shift. Preempted tasksaitdist a resource capable
of performing the task to become available before the task can continue procehsirgurdtion of
continued preempted tasks is set to the time remaining when preemption occurred.

Reworked tasks must wait for required resources and require the full processing duration. Thus, a task
that normally takes 10 hours to process would take 20 hours to process if reworked once.
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4 ANALYSIS

Simulation experiments were run for several different scenarios, each with it@tieps. The scenarios
were based on changes to variables that affect resource capacity and demand forassacitge These
variables fall into the following categories: allocation policies, regopraficiency levels, work schedujes
resource quantities, number of concurrent projects, and task duration variability (seedfig

Allocation Policy: [Low flexibility i

Proficiency Level: [Low proficiency level 2]

Work Schedule: [12-hr shift J
Resource Quantity: & |

Concurrent Projects: i |
Task Duration Variability: 0.25

Figure 4 Simulation control panel

For all scenarios, resources are allocated to tasks in order of highest topimfiesncy. Two levels
of flexibility are used in the simulation scenarios. The low flexibility polexyuires tasks to have resources
allocated from their preferred pool only (see Table 2). The preferred pool has the highesingsofaiel
for a given task. This policy limits the number of resources availalgertorm a task, but ensures that the
task will be performed at the fastest rate possible. The high flexibdltgy allows tasks to have resources
allocated from any pool that has resources with any level of proficieney gimen task. This policy
increases resource availability, but can increase the time required to perfam task

The purpose of these experiments is to find the best project performaitice fawest cost. For this
analysis, project performance was strictly measured in terms of the timeedetp complete projects and
total costs to complete the project. To avoid performing an exhaustiviefiign of experiments for all
possible scenario input permutations, a custom graph (see Figwa&s=reated to guide the iterative
process of tuning model inputs.

Project Route Cycle Times (Duration=148 hrs, Total Costs=$11,412, Utilization=0.53)
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Figure 5 Cycle-time breakdown graph.
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This graph illustrates how the cycle-time components of tasks are distribetetheproject routes
for a given simulation experimerit. represents the time each task is in each of three possible states: 1)
waiting-for-precedents (blue bars), 2) waiting-for-resources (yellovy,tzard 3) processing (red bars). For
instance, it can be used to quickly identify the tasks on the critical patigttae most resource wait-time
(see the yellow bars in Figuré. 5

To record the time tasks spend in the waiting-for-precedents state, eachdasigined a scheduled
start time. This time is the derived from the project schedule for the tlvabsstuation where there is no
variability and no resource constraints as shown in Figure 3. Time waiting-fader@s occurs when a
task is unable to start after its scheduled start-time because am@ewf its precedent tasks have not
completed.A task’s waiting-for-resources time begins to accumulate if the required resources are not
available and all precedent tasks have completed.

For each simulation run, the graph was used to determine which route wasdalepatih for a project
by observing where the slack-time occurred. Slack-time occurs when a precedent tpaktionlar roug
could have finished later without delaying the start of its succéaskr This is observed graphically by
looking at the state of the successor task when a predecessor task is completed. If @ saskésin a
wait-for-precedents state, it is still waiting for other precedent t@as#isthus, slack time exists for that
particular predecessor task. For the simulation run that produced the graph irbFiguea be senthat
Route 3 is the critical path because there is no slack time between the congblatigntask and the start
of successor tasks.

4.1  Analysis Process

After making several simulation runs to explore the performance space, an gnalgsss emerged that
used the cycle-time breakdown graph to restrict input changes to only those which could increese resou
capacity for critical path tasks with high resource wait-time. Pnicess consisted of the following
sequence of steps:

Set input values for the scenario.

Run multiple repetitions for the same inputs using different random seed values.
Determine which route was the critical path for the scenario.

Identify which tasks have the most time waiting for resources on the critical path route.
Determine which scenario inputs to change in order to increase capacity for these tasks.
Repeat step 1.

ogrwWNE

For example, in Figure 5 it can be observed that the majority of resource waitetioms at Tasks 5
and 9. For this scenario, Task 5 requires one resource from Pool B and Taske3 r@ue resource from
Pool C (see Table 2). Resource wait-time can be reduced by adding capBoityst B and C. This can be
done by either adding new resources to Pools B and C or changing the work schezkistimgfresources
in these pools. Capacity can also be increased by making the allocation pokdyaxible to enable Tasks
5 and 9 to select from a larger set of existing resources.

The strategy used for deciding how to adjust resource capacity to impreet performance was to
focus on situations capable of producing resource contention. This occurs when tasks régusame
resources are performed concurrently. From Figure 5, it can be seen that Task 2 and 3urcan occ
concurrently as can Tasks 4 and 5. However, only Tasks 4 and 5 require the same preferred pool (Pool B).
Thus, the analysis focused on making adjustments to the resource capacity of these two tasks.

5 RESULTS

Table 3 contains a summary of results for 36 different simulation scenariomplih@ariables for these
scenarios consist of the flexibility level of the resource allocation policyprtfesiency level of alternate
resources for task resource requirements, the work schedule, number of copcojeets, and percentage
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of task duration variability. To highlight the impact of the flekipiof allocation policies, scenarioser
grouped by common input values for proficiency level, work schedule, concurrent @r@adt task
duration variability. Each group has two scenarios: one for high allocatiay flelibility and one for
low allocation policy flexibility. The outputs for each scenario consfsthree primary performance
variables:

1. Critical path duration.

2. Total cost to perform the projects.

3. Utilization of the resources used to during the project timeframe.

The values presented in the table for these variables represent an averagel@cimsulation
repetitions. Two variables, % task execution and % wait for resqushesy how the two primary
components of each critical path duration are distributed for each scenario. The&dioatput variables,
% reduction resource wait time and % increase task execution time, are used t@ ¢henbiggh flexibility
allocation policy scenario with the low flexibility scenario.

Table 3: Scenario results.

. . % Increase
) Alloc?tlon Profici Work |Concurrent Tas.k Ay?rage o Average of | Average of w Tas.k % Resource i Reductlun- Task
Scenario Policy . Duration |Critical Path e Execution B Resource Wait .
Flexibilit Level Schedule | Projects Variabilie-| Duratior Total Costs| Utilization Time Wait Time Time Execution
- M ~ - - - - - - ~ - Time |~
Scenario 1a_|Low High 12-hr 1 0% 174.08| $13,512 0.41] 43% 57%
Scenario 1b |High High 12-hr 1 0% 157.68 $12,132 0.47] 51% 49% 23% 9%
Scenario 2a_|Low High 12-hr 1 25% 178.21 $13,771 0.41] 42% 58%
Scenario 2b_|High High 12-hr 1 25% 163.26| $12,789 0.47 52% 48% 24% 13%
Scenario 3a_|Low High 12-hr 2 0% 260.80) $24,151 0.48] 28% 72%
Scenario 3b |High High 12-hr 2 0% 175.30 $14,590 0.81] 43% 57% 47% 5%
Scenario4a |Low High 12-hr 2 25% 292.62 $26,448 0.46] 26% 74%
Scenario 4b _|High High 12-hr 2 25% 174.24] $15,251 0.77 45% 55% 56% 4%
Scenario 5a |Low High 24-hr 2 0% 136.11 $24,422 0.46/ 51% 49%
Scenario 5b |High High 24-hr 2 0% 76.82 $14,440 0.81 87% 13% 85% -3%
Scenario 6a |Low High 24-hr 2 25% 139.62 $24,413 0.48] 53% 47%
Scenario 6b_|High High 24-hr 2 25% 85.39 $14,613 0.79] 88% 12% 84% 1%
Scenario 7a |Low Medium 12-hr 1 0% 177.07 $13,781 0.41 43% 57%
Scenario 7b_|High Medium _ [12-hr 1 0% 159.23 $12,364 0.48] 52% 48% 24% %
Scenario 8a |Low Medium 12-hr 1 25% 167.52 $13,068| 0.41 42% 58%
Scenario 8b |High Medium _ [12-hr 1 25% 161.64| $12,546 0.48] 52% 48% 20% 19%
Scenario 9a |Low Medium 12-hr 2 0% 263.22 $23,580 0.49 27% 73%
Scenario 9b |High Medium _ [12-hr 2 0% 181.92 $16,337 0.78] 44% 56% 47% 12%
Scenario 10a |Low Medium 12-hr 2 25% 300.32! $25,448 0.46 25% 75%
Scenario 10b |High Medium _ [12-hr 2 25% 173.36 $15,295 0.77] 45% 55% 58% 4%
Scenario 11a |Low Medium 24-hr 2 0% 133.41 $24,001 0.48 52% 48%
Scenario 11b |High Medium _ [24-hr 2 0% 84.10] $16,020 0.80] 86% 14% 82% 4%
Scenario 12a |Low Medium 24-hr 2 25% 137.29 $23,769 0.48 52% 48%
Scenario 12b |High Medium _ [24-hr 2 25% 98.31 $16,696 0.79] 88% 12% 82% 22%
Scenario 13a |Low Low 12-hr 1 0% 187.68| $14,472 0.41 42% 58%
Scenario 13b |High Low 12-hr 1 0% 171.68| $13,512 0.49] 52% 48% 25% 14%
Scenario 14a |Low Low 12-hr 1 25% 185.05 $14,257 0.41] 43% 57%
Scenario 14b |High Low 12-hr 1 25% 167.03 $12,994 0.50] 52% 48% 24% 10%
Scenario 15a |Low Low 12-hr 2 0% 271.20) $23,940 0.49] 26% 74%
Scenario 15b |High Low 12-hr 2 0% 221.90 $20,496 0.77] 46% 54% 40% 42%
Scenario 16a |Low Low 12-hr 2 25% 299.06| $25,230 0.47 26% 74%
Scenario 16b |High Low 12-hr 2 25% 217.03 $19,576 0.76] 45% 55% 46% 26%
Scenario 17a |Low Low 24-hr 2 0% 138.80 $24,181 0.47] 51% 49%
Scenario 17b |High Low 24-hr 2 0% 79.73 $20,014 0.75] 85% 15% 83% -4%
Scenario 18a |Low Low 24-hr 2 25% 133.90 $23,871 0.49 55% 45%
Scenario 18b |High Low 24-hr 2 25% 118.03 $21,751 0.75] 87% 13% 75% 41%

For all of the scenarios in Table 3, the simulation model consisted of one resource inteatchree
resource pools. The purpose for this was to focus on the impact of changesatmallpalicies on project
performance.

The results demonstrate that for all 18 scenario groups, critical path durations acaiststate lower
when the most flexible allocation policies are used. This is because highlifiexibiicies reduce total
resource wait time substantially more than they increase task exetint@nEven in the worst case
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scenario where alternate resources have the lowest proficiency levels, the bemefitsciolg resource
wait-time substantially outweigh the penalty of increasing task execution-time.

Figures 6 and 7 compare the impact of low and high flexibility allocation eslion project
performance for resources working 12 hour work schedules. The differences bdtesepdlicies are
most pronounced when multiple projects are concurrently executed. This is because cootestencd
resources sharply increases when two projects concurrently compete for oneeré@seach pool. The
increased resource contention amplifies whatever variability exists in the systeno @90i2).

Figure 6 shows results for one project executed in isolation. The graph illustrateslest, but
consistent, improvement in performance when using high flexibility allocation politiesimpact of
proficiency levels is buried within the noise of the variability of the system being modeled.

Critical Path Duration vs Proficiency Level
(1 concurrent project, 12-hr work schedule)
350.00

300.00
250.00

200.00

Critial Path Duration (hours)

150.00

100.00
High Medium Low

Proficiency Level of Alternate Resources

==g= Low Flexibility Allocation Policies (1 concurrent project, 0% variability)
—s— High Flexibility Allocation Policies (1 concurrent project, 0% variability)
=== Low Flexibility Allocation Policies (1 concurrent project, 25% variability)

= -a= High Flexibility Allocation Policies (1 concurrent project, 25% variability)

Figure 6 Critical path duration vs. resource proficiency level for one concurrent project.

Figure 7 shows that when variability is amplified, the performance is substargiliged when low
flexibility allocation policies are used. However, high flexibility alition policies can be observea t
actually mitigate the impact of variability. In these situations, higixilility allocation policies
dramatically reduce resource wait-time. This is because high flexibility g®liiake more resources
available to perform all of the tasks in the project at all times. One dfaheequences of increased
allocation policy flexibility is increased resource utilization. For the sysieimg modeled, the increased
resource utilization effectively reduces project cycle-time. This is becausethages to task execution-
time are more than offset by the gains from reducing resource wait-time vhen resource proficiency
is low, performance improvement is still substantial.
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Critical Path Duration vs Proficiency Level
(2 concurrent projects, 12-hr work schedule)

350.00

250.00
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100.00
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Proficiency Level of Alternate Resources

== Low Flexibility Allocation Policies (2 concurrent projects, 0% variability)
—s—High Flexibility Allocation Policies (2 coneurrent projects, 0% variability)

=== Low Flexibility Allocation Policies (2 concurrent projects, 25% variability)

=== High Flexibility Allocation Policies (2 concurrent projects, 25% variability)

Figure 7 Critical path duration vs. resource proficiency level for two concurrent projects.

The cycle-time breakdown graphs in Figures 8 and 9 clearly illustrate tloenpanice improvement
resulting from using high flexibility allocation policies. In these fagjrit can be seen that even though
high flexibility policies cause task execution times to increase, plarigufor Task 9, the dramatic
reduction in the time tasks wait for resources ultimately produces much betwmaerée than for low

flexibility policies.

Task 9
Task 8
Task 6
Task 5
Task 2
Task 1
Task 9
Task 8
Task &
Task 4
Task 2

Task 1

Task9 [

Task
Task 7
Task 3

Task 1

Project Path Cycle Times (Duration=143 hrs, Total Costs=$25,067, Utilization=0.48)
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1 ——— I—
=
|
—
=
: ]
Route2 |
5 f————1 ———
I
|
I
]
Route 1
] —
=1

Low Flexibility Allocation Policies
= 2 concurrent projects

25% task duration variability
20 40 60 80 100 120 140
Hours
m Total Wait For Precedents Time Total Wait For Resources Time = Total Processing Time

Figure 8 Cycle-time breakdown graph for low flexibility allocation policies.
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Project Path Cycle Times (Duration=106 hrs, Total Costs=516,128, Utilization=0.83)
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Figure 9 Cycle-time breakdown graph for high flexibility allocation policies.

6 CONCLUSION

Flexible resource allocation policies are necessary when the availailggeferred resources is not
sufficient to complete a project within the allowable or expected tiaved. Flexible allocation policies
increase resource utilization and thereby reduce resource wait-time, aggynemt of project cycle-time.
However, the gains from reduced resource wait-times could beeddyaincreased task execution times.
Simulation provides a means to rigorously measure the impact of this tradedifféoent allocation
policies over a range of different conditions and variability levels. Since mgstipnsanagement tools
provide users with minimal capabilities for customizing how automatic resaliocation occurs, they are
unable to accurately represent many of the policies that can be used in therltaConsequently, the
effectiveness of these tools for planning resource capacity and predicting pobjeduless severely
limited. As the results of this paper indicate, one promising directiorthiorevolution of project
management tools is tighter integration with simulation technologies and tioufzat the resource
management features of these technologies. This integration could open nésvsfrionthe project
management domain for exploring aspects of project performance that were beysmughénef this paper.
In particular, little work has been done to measure the impact of resource allocation policies on yhe qualit
of project results. The experiments presented in this paper could readily be expapiedde the
statistical rigor required to enable analysis of new and previously percaiveskystrategies that could
significantly improve project performance.
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