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ABSTRACT

Several modeling, simulation and experimental research works in computer scidneagameering
depend on correctly measuring the execution time of computer programs. Itrieedlibat not everyone
takes into account that repeated executions of the program with the gamean result in execution
times statistically significant different. The lack of rigor in thalgsis of execution times of computer
programs has been investigated in several studies in the literatures lwdtk, we first reproduce
experiments from the literature in order to analyze the statistiopkepres of their results in terms of
execution times, as well as to assess the sffettdifferent variability sources in influencing the
execution times. Particularly, we consider variability sources related toptratimg system. We also
propose a protocol to systematize the comparison of programs’ executignirtimeer to identifythe
significant differences in samples obtained from experiments with heuftgatments.

1 INTRODUCTION

In computer science and engineering, several research works depend on the @inekgsiution times of
computer programséTouati, Worms, and Briais 2013). For instance, by experimentally evaluating the
performance of two algorithms in a giveamputersystem, the researcher compares the execution times
of their implementations. In thigase, it is crucial to consistently reproduce the experiments so as to
obtain statistical confidence on the results.

In computer systems, not always do successive executions of the same priagrdm same input
produce the same execution times. Actually, what is often seen in practice fgfiaasigvariation in
execuion times of thesameprogram in successive executions. In experimental research, thisovaisat
known as experimental error and is caused by uncontrollable féstoragomery ®00). In computing
experiments, these factors may be related to hardware or software, suehirgtuéimce of hardware
interrupt mechanisms, the cache memory architecture, or the differentremege caused by operating
system (OS) routines known &S jitter (Vicente and Matias Jr. 2013among other factors. In this
paper, we study the software factors tedisto OS

The stochastic nature of the variations caused by thedatientioned above makes their magnitude
hard to predict. Consequently, several experimental works, particutadg that depend on the correct
analysis of program execution timesijl faehen dealing with this issue. It is not uncommon to find
research works that report results of computing experiments based on a sirgfleheuaxperiment. Due
to the variation problem aboweentioned, it is evident that analyzing the results of glesirun is not a
reliable approachsince the single execution time observed may significantly deviate tine most
frequent values. The lack of rigor when dealing with experimental @marsmputing experiments has
been investigatedin several studies in the literature (e.Georges, Buytaert, and Eeckhout 2007
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Mytkowicz et al. 2009; Mazouz, Touati, and Barthou 2010; Mazouz, Touati, and Barthou R@gkbaz,
Touati, and Barthou 2011Busukuri, Gupta, and Bhuyan 20I2uati, Worms, and Briais 2013).

In this paper, we present an experimental study on the variation of exetotem of computer
programs. We consider different sources of-r@ated variation in execution times, namalynlevel
(Vicente and Matias Jr. 2013jize of environment variabl¢slytkowicz et al. 2009)andthread affinity
strategiegMazouz, Touati, and Barthou 2011a). Complementarily, we improve the methodcotier
time analysis proposed {fTouati, Worms, and Briais 2013), offering better precision in the analysis o
data from multiple experimental settings (treatments). The remaininisfpaper is structured as
follows. Section 2 presents the related worktiSe 3 describes the method and materials used, as well
as the experimental study planning. Section 4 discusses the experimaiits] agsl Section 5 presents
our conclusion and final remarks.

2 RELATED WORKS

According to Touati, Worms, and Briais (2013ylifferent research areas in computer science have
difficulties in reproducing experimental results when it comes to prograoutixe times. The authors
proposed a statistical approach to compare the execution times of two versiersafrte program with
the same input. The proposal yields positive results, being meois@rthanprevious worksin the
literature (e.g.,Lilja 2005; Georges, Buytaert, and Eeckhout 2007).

Georges, Buytaert, and Eeckhout (20fEf)iewed several methods to assess execution times of Java
applications using metrics proposed in different studies. By asimgre rigorous statistical analysis, the
results of the previous studies were not confirmed. The authors also assessetigmediiods in the
literature and verified that their results could be wrong in up to 16% oftsc

In (Mytkowicz et al. 2009Mazouz, Touati, and Barthou 201@azouz, Touati, and Barthou 2011a
Pusukuri, Gupta, anBhuyan 2019, the authors observed that different factors of the operating system
cause significant variability in program execution times, thus impacting repubducibility.Mytkowicz
et al. (2009) changed the linking orderotifect files and also the size of UNIX environment variables
orderto assess their influences on program execution times. They found thasttildinge significantly
impactedthe magnitude ofhe variations in execution times. They also observed that incredwngjze
of OS environment variables degraded the execution times of the prograymedrdhzouz, Touati,
and Barthou (200)0assessed the variability in execution tinoé sequential and parallprograms The
results showed that parallptogramswere significantly more susceptible to variable execution times.
Mazouz, Touati, and Barthou (201lagsessed the use of different thread affinity strategies and found a
notable variability in execution times when threads migrate adhmsgprocessors, corroborating the
results presented iMazouz, Touati, and Barthou (2011Pusukuri, Gupta, and Bhuyan (20Xhowed
that execution times in multiore systems are highly sensitive to the OS’s processor managmtient
They showed that changing suds policy canreducethe variability of execution times in up 88%.

As it can be seen in the literature, there are severakfatd factors that impact the experimental
result in terms of execution time. Unlike from previous works, in this studyusee a rigorous
experimental method to confirm these influences. We analyze the variabitigecution times through a
protocol that considsrexperiments with multiple treatments adeals with thefamilywise error rate
(FWER) problem,different from Touati, Worms, and Briai2013)thatdid not cover these two important
issues

3 EXPERIMENTAL PLANNING

31 Method

In this studywe adopted the DOE (Design of Experiment) statistical method (Montgomery t2Q81a
and carry oubur experiments as well as to analyze their results. This method requiredledrdhanges
on the factors under studso that the effects of these changes on the response variableazutagely
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measuredThe response variable of interest in this study was the executionftpnegoams chosen for
each test scenario (treatment). Each factor (source of execution time vgyialmtt evaluated under
different operation levels. A type of treatment is defined as a givenicatidm of factors and levels
(Montgomery 2000). In order to define the treatments to be evaluated, themsagna method(Jain
1991) configured according to Yates’s ord@iontgomery 2000Wwas used. To keep the execution of a
treatment from influencing the results of thebsequentreatment, we restarted the OS for each new
treatment execution.

Denote byX; the sampleof execution times of prograimexecutedfor the experimental condition
definedin thetreatment, whereX; is a random variabl@ith meanx;; and mediark;.. Given thain is the
sample sizethenX; = {Xu, ..., Xnit}. Hence,for each pair of different treatments of a given experiment,
e.g.,t; andt,, we compardheir means and mediatigough hypothesis testwhere the null hypothesis
Ho, is respectivelyry, = ki, andXj, = Xi,, and the alternative hypothesis, is respectivelyc, # X, and
Xity # Xit,- This procedure is performed falt pairs oftreatmentgor eachexperiment.

If a given hypothesis teshowsa significantly statistical difference, then thiglicatesthat one or
more factors being controlled in the correspondireatments exert an important influenoa the
execution times of the progranmder testThis showsthat the experimental conditions of teealuated
treatments must be carefully considered when analyzing the executisrofioeenputerprograms under
these same conditions, otherwise their results might be misinterpreted. Wethseddely adopted
programtime (Kerrisk 2010 to measurdhe execution timesf the programs under tegtll experiments
wereexecuted in the Linux OS.

3.2  Design of Experiment #1

This experiment aimed to assess the effect of the faoimtevel and compiler optimizationon the
execution time of th&lPB’s benchmark§NASA Advanced Supercomputing Divison Z)1The NPB is

a set of benchmark programs that mimic the computation and data movement inh Gfpiza
(computational fluid dynamics) applications. We used the NPB version 3.3.1, which is edngbd)
benchmark applications. More details about each NPBcagipn can be obtained {iNASA Advanced
Supercomputing Divison 2014)able 1 summarizes the factors and levels adopted in this experiment.

Tablel: Factors and levels evaluatedExp #1.
Level (-) | Level (+)
Runlevel (RL) 5 3

Factors

Optimization (O) 02 03

The runlevel defines a given configuration setup for the @Sour experiments,tdevel (), the
runlevel factor assum the value 5, which indicates a larger number of OS administrative processes
(services) running in background. On the opposite, ékel I(+) setghis factor to 3, which results in a
lower number of administrative processes. By varying this factor, we wartifg the effect of the OS
administrative processes ¢ine NPB’s execution time. The optimization factor refers to the compiler
optimization applied to each NPB benchmark. In this study, we usedctheompiler version 4.7.2
(Stallman and The GCC Developer Comurg12) At level (), the compiler was séb optimization
02, while at level (+) it used optimization O3, which has a more aggeesptimization than O2 and
results in an larger binary codiele to the extensive use of inline functions, among other optimizations
(Stallman and The GCC Developer Comunity 2012).

In this experimenteach treatment was replicated 31 times, and the first replication was discarded s
that the analysis was carried out with reduced or none influence of disk/dadfex. The replications
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aimed to provide a large emglu sample that yields an appropriate estimate of experimental errors, thus
helpingto determine whether the differences among the treatments are statisimaifiicant or not.

3.3  Design of Experiment #2

This experiment reproduced the experiment carriedro@¥ytkowicz et al. 2009)whose goal wato
assess the effect of Gfivironment variable sizZ&EVS) on the execution time of NPB’s benchmarks. In
general, this is a neconsidered factor wheexperimenters plan and analyze computing experiments. In
(Mytkowicz et al. 2009), the authors reported that changes in the sizeesh@81mentariablesimpact
the program stack alignment and, consequently, the alignment of strucktocaseal in the process’ heap,
which influences the execution time of programs.

In our study, achNPB benchmarks ra81l times, for each O8nvironment variable e evaluated.
For the same reason as in the previous experiment, the first run @&\é8¢reatment was discarded. The
OSenvironment variableised was created for this purpose and received a string value whogariside
as follows:0, 64, 128, 256, 512, 1024, 2Q4®d 4096 bytes. The Linux feature of initial memory stack
address randomizatidi$hacham et al. 2008)as disaled in order to individually assessly the effects
of differentEVS. All NPB benchmarks were compiled with optimizations O2 and O3, as in Exp. #1. In
terms of OSunleve| we adopted the value 1 so as to have the lowest possible nunauniofstrative
processes runnirnig backgroundiuring the treatments, aiming at reducing their influence on the results.

34  Design of Experiment #3

Experiment #3 was performed to assesstlinead affinityfactor, which represents tH@S allocation
strategy of multiple thieds across thmachineprocessors (or cores). This experiment reproduced the one
carried out ifMazouz, Touati, and Barthou 2011a), aiming to analyze the influertbeeafd affinityon
the variation of the programs’ execution times(Mazouz, Touati, and Barthou 2011#)e compileiicc
(INTEL 2014)was used, which implements the following strategiesaffinity, compact andscattet In
the firststrategy the OS is free to allocate threadrongthe processors according to their availability. In
the secondstrategy the OS is instructed to allocate the threads in each core sequentially, as close as
possible, inorder to increase the chances of sharing the proséssarhe. In the third, the OS is
instructed to distribute the threads among the processors as uniformlgsésien

In this study, we could reproduce these thtemad affinity strategies by using the features
implemented byibgomp (OpenMP)(GNU 2014) andgcc In this case, théhread affinitystrategywas
chosen using the environment variable GOMP_CPU_AFFINITY. The settiggeelibgompcompatible
with icc-compactis “GOMP_CPU_ AFFINITY=@7". To implementicc-scatter we used “GOMP_
CPU_AFFINITY=0426 15 3 7". We compiled the OpenMP version for & benchmark and ran
each one 31 times ainlevell, and the first execution was discarded as in ther@xperiments. Table 2
shows the levels and factors for this experiment. Since each factor was assesseel latéls, 3
treatments were carried out.

Table2: Factors and levels evaluatedExp. #2.

Levels

Number of
Threads (NT) 2,4,and 6
Strategies of | No Affinity, Compact
Affinity (SA) andScatter

Factors
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3.5  Protocol for Analysis of Execution Times

Examining the approach described(irouati, Worms, ath Briais 2013) which assesses the statistical
significance of the variation of two execution time samples, we verifiedthlkeaproposed method is
inappropriate to deal with experiments in which the samples of exectitnies are obtained from
multiple treatments, i.e., to compare samples from different experimental seffinig occurs because
the tests used in (Touati, Worms, and Briais 2@d@3ssess the statistical significanceahaf differences
in execution times, using mean and medidre Student’s 4est and Wilcoxon-Mannwhitney test
(Sheskin 2003), respectively, are appropriate to compardwaolgamples.

Employing these tests to compare samples from multiple treatmeptead to the problem known
asfamilywise error rate(Howell 2010) which increases the likelihood ®ypel error (Sheskin 2003)
i.e., the probability of rejecting the null hypothedit)(when it is true. In the two aboweentioned
statistical testsiH, indicates that there iso statistically significant difference in execution times; so any
difference observed would be due to experimental errors. Hence, incréeslikglihood ofTypel error
implies rejectingH, in favor of the alternative hypothestd;; this means that is assumed the existence
of significant difference among the execution tinlesan experimental design in which there is a group
of treatmentsthe intent is to compare theim pairsin order to identify if there is a significant difference
between them. The results of these comparisons are a set which is krfamilya@iowell 2010) When
comparing only tworeatmens, the obtained resuis due to armalphavalue (e.g.,a=0.05) that is the
probability of obtaining aypel error for this comparison. However, whewaluatinga family in which
the number oftomparisonss greater than twat is necessary tevaluaé the probability of rejeatg
incorrectly, at leaspneof the null hypotheses that comprise tlaisily (Howell 2010)

In face of the problem exposed above, in this studyckanged therotocol described inTouati,
Worms, and Briais 201350 as to enable analyzing samplesrirmultiple treatments with nBWER
influence.Note that dealing with experimengalns composed of multiple treatments is a reality in many
practical experimental studies.

Figure 1 shows the execution tirmamplescomparison protocol hereby proposedfirat difference
between our protocgbroposaland theone presented in(Touati, Worms, and Briais 2018 thatour
versionadjusts the-values(Glantz2011) at the end of the comparisons, in ordenit@gatethe influence
of the FWER problem thus dealing with the problem of comparing multiple treatmentsboli
protocols the execution time samples are considered statistically different Wwhemssessment of the
test’s statistics yields @valuebelow 0.05 (o= 5%).

In Figure 1, different execution time sampl&g, are obtained by executing the treatments of interest
Based on a given significance level, a, the protocol uses the Student’s testto assess whether the mean of
Xit Is higher than the mean of each one of the dteatments’ samples. Note tf&tudent’s testrequires
that bothtestedsamples follow a Gaussian distribution and have the same var@heskin 2003)
Therefore, these assumptions must be previously verified using, resiye&ivapiroWilk test(Shapiro
and Wilk 1965)andFisher's Ftest(Sheskin 2003)If the samples do not have the same variance, then
the protocol requires the use @¥elch’s ttest (Howell 2010). Unlike the method described(frouati,
Worms, and Briais 2013)f it is confirmed that the data do not follow a Gaussian distribution, our
protocol applies th&Vilcoxon-Mannwhitneytestinstead ofWelch’st-test The WilcoxonMannWhitney
testconsigs in ranking the observations and computing the sum of the ranks for each graugpeH in
order to apply this test, the assumption that the samples come from the samgidisimust be met. In
the approach hereby proposed, we theKolmogorovSmimov test(Gibbons and Chakraborti 201%)
determine whether this assumption is true or false. In the case of eatipiparisonsour protocol
adopts theéHolm'’s test(Glantz 2011)n order to keep the influence of tR®VER problemundercontrol
Thus, after obtaining afp-valuesof all compaisons, we sort thp-valuessmaller than o, in ascending
order.Next, we apply théHdolm'’s testto evaluatewhether therés the presence of false positive.

The Holm's testis considered an improvemenf the approach proposed by Bonferrd@ilantz
2011), beinga less conservativadjustment procedurdJnlike the Bonferroni's test, thélolm’s test

533



Nogueira andMatias Jr.

considers the previous comparisons to evaluate subsequent compéhniseest is proposed to accept or
reject a set of null hypothesesderedandstarting with the lowegb-value(Glantz 2011) Thus, if there
arek paired comparisons, it should s&rp-valuesin ascending ordemwherepy is the lowesunadjusted
p-value j is thejth hypotesis tegperformed(j <k), and a, is the real significance level, so tHelm’s test

is given byiteration ofe;=a,/ (k-] +1 ). For acertainiteration, ifthekth p-valueis less thanheadjusted
p-value o;, thetest reject the null hypothesis and thestarts the next iteratip comparingthe next p-
valuein the sorted listOtherwise, fi the unadjustedp-value is higher thang;, then the test should be
stopped because it is assuntieatthe subsequent comparisons are not signifi¢@antz 2011).

Samples

s S T -1
A it=] i X2ip - Xpies
- fie 3 -1
=+ =2 Y fips X 2ip ooos Ypigs
- e S 2 -1
X ft=m Ve o oo Xies

Shapivo Wilk
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Fishers F Test

1

Kolmogorov-
Smumov Test no ye :

Warning! | — o may
not be the correct
confidence level.

7 PO | S Welch's T-Test Student s T-Test
Whitney Test T

| O

Warning! There is no | ves
significant difirence
between the treatments.

Holm's Test

no
¢

Warning!  There  1s

significant diference

between the treatments.

Warning! There 1s Warning! There 18
type | error. significant diference
between the treatments.

Figurel: Proposed protocol to compare samples of execution times.
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3.6

For carry out our experiments we used a NUMA computer with four AMD Optérocessor 6212 of
1.40 GHz and coreseach (32 cores in totalyvith three levels of cache and 64GB of RAM (see Figure
2). The operating systeasedwasthe Linuxkernelversion 3.11.10-7 (OpenSUSE 13.1).

Testbed Environment and I nstrumentation

Socket P20
NUMANode P#0 NUMANode P#1
L3 (6MB) ||[[ L3 (6MB)
12 (2MB) 12 (2MB) L2 (2MB) 1.2 (2MB)
L1i (64KB) L1i (64KB) L1i (64KB) L1i (64KB)
Lld Lid Lld L1d Lld Lid Lid Lid
(16KB) || (16KB) || (16KB) || (16KB) (16KB) || (16KB) || (16KB) || (16KB)
Core P20 || Core P2l || Core P22 || Core P#3 Core P20 || Core P2l || Core P22 || Core P#3
| pupso ||| pups1 || PUuP22 ||l pUPss ||| PUPa4 ||| PUP#s |||[ PUP#s || PU P47 |
Figure2: Topology of one of the four processors used.
4  RESULTS
41  Experiment #1

After obtairing theexecution time samples for each treatment assessed in this experiment, veetlagplie
protocol described in Section 3.5 (see Figure 1).

Firstly, by comparing the treatments in this experimgénvas observed that fahe pairs RL302
RL502, RL302RL503 and RL502RL503,in 100% of casethe comparisons were performédough
the Wilcoxon-Mannwhitney testFor the pairs RL302RL303, RL303RL502, andRL303-RL503, the
Student's testwasappliedin 10% of casesno comparisomused théNelch'st-test Hence we conclude
that most of the samples showed no adherence to a Gaussidputiist given that most of the
comparisons(over 90%) were performed using th&ilcoxon-Mannwhitney test These evidences
suggest that thdactors runlevel and compiler optimizationsignificantly influencd the variability
observed in th@xecutiontimes, which changkthe execution time distributions in different treatments.
Note thatthis resultshowsthat not always the execution times follow a Gaussian distribution, vigich
not infrequentlyassumed by studies in the literature (e@eorges, Buytaert, and Eeckhout 2007;
Mazouz, Touati, and Barthou 2010

Table 3 shows the results of all paired comparisons among the treatments for all NPB b&schmar
before applying theHolm’s test It can be seen that the pairs of treatmd®it302-RL303, RL302
RL503, RL30O3RL502, and RL50RL503 presentedlifferences considerestatistically significant in
over90% of the comparisons.

Table3: Percentageof paired comparisomifferent statisticallyin Exp. #1

RL303 RL502 RL503
RL302 100% 50% 100%
RL303 90% 50%
RL502 90%

Table 4 shows the results for @hired comparisonsafter applying theHolm'’s test The asterisk
symbol (*) indicates the comparisons that had a reduction in theiemage of comparisons considered
statistically differentwith reference to Table 3, due Type | erros detectedduring theHolm'’s test
analysis.In general, v& noticed that the set of comparisons was statistically signifcahthat only one

535



Nogueira andMatias Jr.

of the ten NPB benchmark progran®F, presented aomparisonresut (RL302RL303) with Type |
error due to the FWER problenihis specific comparison represead 33.33% of theSPs treatment
comparisongonsidered statistically significanthe resuls after theHolm'’s testconfirm the significant
influence of factocompiler optimizationO) on the execution tinsef the NPB’s benchmarkg 90% of
comparisons)thefactorrunlevel(RL) showed a lower influenc&@% of comparisons)

Table4: Percentages of paired comparisons different statistically in ExpitltHolm’s testanalysis.

RL303 RL502 RL503
RL302 90%* 50% 100%
RL303 90% 50%
RL502 90%

42  Experiment #2

The results of Experiment #howed that, iroverall no specificenvironmentvariable sizestood out
among the longest and shortest execution ticmssidering alevaluated programs. This was likely given
that each program has a different behavior, which interferbe nesuls.

Initially, by comparing the treatmentgth the optimization factor in Q2t was observed that for the
pairs 064, 01024, 64128, 64256, 64512, 641024, and 64048, in 100% of cases the comparisons
were performed through thé&/ilcoxonMannWhitney testFor the pair €28, theStudent's -test was
applied in 30% of caseand in pairs 641096 and 2048096 theWelch'st-testwas used in 10% of cases.
For theoptimization factor in O3, it was observed that for the pail2® 64128 and 128048, the
Wilcoxon-MannwWhitney testvas used in 100% of casédar the pairs 256-2048, 25896, 5121024 and
20484096 theStuderis t-testwas applied in 20% of casesnd forthe pairs 1281096, 5124096 and
10244096 theWelch’'st-testwas used in 10% of cases. Hence, we conclude that most of the samples
showed no adherence to a Gaussian distribution, given that most of therisongpéver 70%) were
performed using th&/ilcoxon-Mannwhitney test

Table 5 shows the results of all paired comparisons before applyihtphimés test We observéehat
over 20% ofall comparisonsvere considered statistically significant differerior both levels of th
optimization factor (02 and O3 We also noted that therewas differencein the percentage dahe
comparisons statistically different when we comgadhe results obtained witie optimizationfactorin
levels 02 andO3. For examplewhencomparing the treatments with EVS varying from 0 to 2048 in O2
we observedthat 20% of the comparisorshowedstatistically significant difference in the execution
times. On the other hand, when the optimization fawtas changed toO3 we identified that ths
percentage increagdo 70%(see Tabl®).

Table 6 shows the results of all paired comparisons after applyingadings test Analyzing the
results obtained with and without thélm’s testapplied to the comparisons, we note that except for
comparisons €28 and 256.024 with the optimization factor in O2, and comparisons2&8 01024,
256-1024, 5121024 and 64048 with the optimization factor in O3, all other comparisons presented
false positivg(presence oType | erro). Specifically inthe treatments where the optimization factor was
set to O2, we found that except for the results obtained for the NPB progaarsdIS, all other results
would be affected by the FWER problem without applying our proposed control. For examyase b
the BT program, 47.05% of its comparisons would be considered statistically differenteictty; the
other programs showed the following percentages of false posib&g69.23%),EP (33.33%),FT
(45.45%),LU (27.78%) MG (17.39%),SP(77.78%), andJA (100.00%). Regarding the treatments where
the optimization factor was set to O3, except for Efebenchmark program, all other NPB programs
would be affected by the FWER problem without our proposed controBTlpeogram would have 30%
of its comparisons considersthtistically different containingype | errors so as the others programs:
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CG (7.41%),DC (100%), FT (54.54%),1S (35%), LU (33.33%),MG (21.05%), SP (80%), andUA
(77.78%).

Tableb: Percentages of paired comparisons different statisticalixp. #2.

02 Optimization
EVS 64 128 256 512 1024 2048 4096
0 50% 40% 60% 70% 50% 20% 50%

64 70% 60% 40% 70% 60% 70%
128 40% 30% 50% 40% 50%
256 40% 40% 30% 60%
512 50% 50% 50%
1024 50% 70%
2048 50%

O3 Optimization
EVS 64 128 256 512 1024 2048 4096
0 60% 50% 50% 40% 30% 70% 40%

64 60% 50% 60% 70% 60% 60%
128 60% 60% 70% 70% 60%
256 60% 20% 90% 40%
512 40% 60% 50%
1024 60% 40%
2048 60%

Table 6: Percentages of paired comparisons different statigiic&kp. #2 withHolm’s testanalysis.

02 Optimization
EVS 64 128 256 512 1024 2048 4096
0 30%* 40% | 20%* | 50%* | 40%* | 10%* 30%*

64 40%* | 40%* | 30%* | 60%* | 30%* 60%*
128 20%* | 20%* | 30%* | 20%* 40%*
256 30%* 40% 20%* 40%*
512 20%* | 30%* 40%*
1024 40%* 40%*
2048 40%*

03 Optimization
EVS 64 128 256 512 1024 2048 4096
0 60% | 40%* | 40%* | 10%* 30% | 40%* 20%*

64 50%* | 40%* | 40%* | 40%* 60% 40%*
128 60% | 40%* | 50%* | 60%* 30%*
256 40%* 20% 60%* 30%*
512 40% 50%* 40%*
1024 40%* 30%*
2048 50%*

In summary, this experiment shows that the same benchpr@gkams running with different size$
one or more O%nvironment variablesnay result instatistically significandifferent execution times,
which certainlyaffectexperimental analysekthis influence is not adequatetpntrolled It is important
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to highlight that it is not uncommon for studies involving computing expersn®itto consielr this type
of influence in their planningr result analyses. Note that changes in the size ofe@&onment
variables can be doneantentionally by the experimenteror evenwith no userintervention(e.g., by
operating system programs or services). In both situations, not appelypconsidering the influence of
this factor on the execution times may cause erroneous conclusion, leading toig¢hehhelthe
differences observed ihe execution times are consequenogone or mordactors being testd (e.g.,a
new algorithm), while there may actually be #féect of uncontrolledexternal factorsThe results also
showed that our proped approach was adequate to prevent the influendgmé | errors caused by the
FWER problem, which could affectsgnificant percentage of the analyzed results.

43  Experiment #3

Based on the results of this experiment, we analyzed the comparisons anddbsarforthe treatment
pairs SA2THCP2TH, SA4THCP2TH, CP2THCP4TH and CP2THCP6TH the Wilcoxon-Mann-
Whitney eéstwas usedn 100% of cases, which means thexecution timesamplesdid not follow a
Gaussian distribution. Fdhe pair SA2THSC2TH theStudent's -testwas usedn 30% of casesthe
Welch's ttest was usedn 40% of the comparisongn the treatment pairsSA2THCP4TH, SA6TH
CP4TH, SA6THCP6TH, CPATHSC2TH and CPA4TFEC6TH. The results indicate that the factors
number of threadandthread allocation strategiiad significant influence on changing the distribution of
the execution times.

Table 7 shows the results of all paired comparisons before appigitplm’s test In assessinghe
difference between the treatmerit®e results showhat all comparisonshould be considered statistically
differentin over60%. Table 8 shows the results after applyime Holm'’s testfor the all comparisons.
The results indicate that théG program was affected by the FWER problem. The detected false positive,
without the proper contrplwould represent 3.03% of theIG's treatment comparisons considered
differentstatistically.

Table7: Percentages of paired comparisons different statisticalixp. #3.

SA SA CP CP CP SC SC SC

4TH 6TH 2TH 4TH 6TH 2TH 4TH 6TH
SA2TH | 100% | 100% | 100% | 90% | 100% | 60% | 100% | 100%
SA4TH 100% | 100% | 90% 90% | 100% | 100% | 90%
SAGTH 100% | 100% | 90% | 100% | 100% | 90%
CP2TH 100% | 100% | 90% | 100% | 100%
CP4TH 100% | 100% | 100% | 100%
CP6TH 100% | 100% | 90%
SC2TH 100% | 100%
SC4TH 100%

5 CONCLUSION

Computing experiments are crucial for scientific research. Nonethelesacthiracy ofexperimental
results greatly depends on the rigor applied to the design of thera®ptsj as well as their execution
and output analyses. In this paper, we present empirical evidences that expogmttence of taking
into account and handling the variability in execution times of computer pregrahich are caused
mainly by environmental factors, particularly the ones related togbeating systems. Neglecting such
influences during the analysis of computing experiments put in risk thectomdestanding of their
results.
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Table8: Percentages of paired comparisons different statistically in Expith#Blalm’s testanalysis.

SA SA CP CP CP SC SC SC

4TH 6TH 2TH 4TH 6TH 2TH 4TH 6TH
SA2TH | 100% | 100% | 100% | 90% | 100% | 60% | 100% | 100%
SA4TH 100% | 100% | 90% 90% | 100% | 100% | 90%
SAGTH 100% | 100% | 90% | 100% | 100% | 90%
CP2TH 100% | 100% | 90% | 100% | 100%
CP4TH 100% | 90%* | 100% | 100%
CP6TH 100% | 100% | 90%
SC2TH 100% | 100%
SC4TH 100%

Theexperimentafindings we presertonfirmthat the size of operating systemvironment variables
may significantly impact program execution times. The same was observed famtbeel and the
thread affinityfactors, which are regularly nobnsideredy experimenters in computing experiments.

Another important finding is that not always do the execution time samgpllesvfa Gaussian
distribution; this is an assumption not rarely foundatated worksn the literature Furthermore, we
experimentally show thathe familywise error rateproblem is present in multiple comparisors
execution timesn computing experimen@ndalsomayinfluencea significanthigh number oftreatment
comparisons; in some cases we obserbad 100% of the resultscould beaffected by this problem
without the proper control.

Finally, our proposed changes to tipeotocol originally introduced inTouati, Worms, and Briais
(2013) aded the necessansupportfor the proper analysis of execution times obtained from multiple
treatmentscontrolling the overall probability of observing one or madgge | errors This approach
keeps the effects of FWER problem under corfoothis categoryof experimental data.

Two ongoing related research works are under develop@eet.is focused on thavestigation of
different procedureswidely adopted in the literature, to measudihe execution times of computer
programs. Our goal is tevaluate theiraccuracy and also possiblafluenceson the execution time
variability. The second work is creating a software platformhedp experimenters talesign and
automaticallyexecute computing experimentased on the DOE approadthis platformwill support the
proposed protocol presented in this work for the analysis of execution times olfitamezkperimental
designs based on multiple treatments.

ACKNOWLEDGMENTS
This work was supported partially by the Brazilian research agencies CNPESGHE FAPEMIG.
REFERENCES

Georges, A.D. Buytaert, and.. Eeckhout. 2007. “Statistically Rigorous Java Performance Evaluation.”
ACM SIGPLAN Noticed2: 57-76.

Gibbons, J. D.and S Chakraborti. 2014Nonpmrametric Statistical Inferenceth ed New York: Marcel
Dekker, Inc.

Glantz, S. A. 2011Primer ofBiostatistics 7th ed. New York: McGrawill, Inc.

GNU. 204. “GNU Libgomp.” Accessed July 20ttps://gcc.gnu.org/onlinedocs/libgomp/

Howell, D. C. 2010 Statistical Methods For Psycholagith ed.Belmont:Cengage Wadsworth.

INTEL. 2014. ICC, Intel® C and C++  Compilefs. Accessed July 20.
https://software.intel.com/ems/ccompilers/

539


https://gcc.gnu.org/onlinedocs/libgomp/
https://software.intel.com/en-us/c-compilers/

Nogueira andMatias Jr.

Jain, R. 1991The Art of Computer Systems Performance Analysis: Techniques for ExpalriDesign,
Measurement, Simulation, and Modelinlphn Wiliey.Kerrisk, M. 2010The Linux Programming
Interface 1st ed San Franciscdyo Starch Press.

Lilla, D. J. 2005.Measuring Computer Performance: A Practitioner's Guidst ed. Cambridge:
Cambridge University Press.

Mazouz, A, S-A.-A. Touati, andD. Barthou. 2010. “Study of Variations of Native Program Execution
Times on MultiCore Architectures.” IfProceedings of théth International Conference on Complex,
Intelligent and Software Intensive Systef19-924. Washington, D@EEE Computer Society.

Mazouz,A., S-A.-A. Touati, andD. Barthou. 2011a. “Analysing the Variability of openMP Programs
Performances on Multicore Architecturef’Proceedings of the 4tWorkshop orProgrammability
Issues for Heterogeneous Multicorési4.

Mazouz, A., SA.-A. Touati, and D. Barthou. 2011b. “Performance Evaluation and Analysis of Thread
Pinning Strategies on Mul€ore Platforms: Case Study of SPEC OMP Applications on Intel
Architectures.” In Proceedings of the2011 International Conference on High Performance
Computing & Simulation273-2791EEE.

Montgomery,D. C. 2000.Design and Analysis of Experimenih ed.New York: John Wiliey& Sons,

Inc.

Mytkowicz, T., A. Diwan, M. Hauswirth, andP. F. Sweeney. 2009. “Producing Wrong Data without
Doing Anything Obviously Wrong'ACM SIGPLAN Notice44: 265276.

NASA Advanced Supercomputing Divison. 201°NAS Parallel Benchmarks.AccessedJuly 20.
http://www.nas.nasa.gov/publications/npb.html

Pusukuri, K K., R. Gupta, andL. N. Bhuyan. 2012. “Thread Tranquilizer: Dynamically Reducing
Peformance Variatiahh ACM Transactions on Architecture and Code Optimizaiioh—21.

ShachamH., M. Page B. Pfaff, E-J. Goh,N. Modadugu, and>. Boneh. 2004. “On the Edttiveness of
AddressSpace Randomization.” IRroceedings of the 11th ACM Conference on Computer and
Communications Securit298307.New York New York ACM.

Shapiro, S. S., and M. B. Wilk. 1965. “An Analysis of Variance Test for Normality (Coenkanples).”
Biometrika52: 591-611.

Sheskin,D. J. 2003.Handbook of Parametric and Nonparametric Statiscal Procedi8#s ed.Boca
Raton:CRC Press.

Stallman,R. M, and The GCC Developer Comunity. 2012. “Using the GNU Compiler Collection.”
DevelopmentBoston: GNU Press$ittps://gcc.gnu.org/onlinedocs/gece-4.7.2/gec/

Touati, S-A.-A., J. Worms, andS. Briais. 2013. “The Speedupest: A Statistical Methodology for
Programme Speedup Analysis and Computati@ohcurrency and Computation: Practice and
Experience?5: 1410-1426.

Vicente, E, andR. Matias Jr. 2013. “Modeling and Simulating the Effects of OS JitterPrbteedings
of the 2013 Winter Simulation Conference: Simulatamstited byA. Tolk, S-H. Kim, R. Pasupathy,

M. Kuhl, and R. Hill 2153}2162.Piscataway, New Jersey: Institute of Electrical and Electronics
Engineers, Inc.

AUTHOR BIOGRAPHIES

PAULO EDUARDO NOGUEIRA is agraduatestudent inComputer Sience at Federal University of
Uberlandia, Brazil. His @aail address isaulo.nogueira@ifgoiano.edu.br

RIVALINO MATIAS JR. is an AssociateProfessor in the School of Computer Science at Federal
University of Uberlandia, BrazilHe holds M.S. and Ph.D. degrees in Computer Science and
Industrial and Systems Engineering, respectively, from Federal University ol S2attrina,
Brazil. His email and web addresses arealino@ufu.brandhttp://hpdcs.facom.ufu.br/

540


http://www.nas.nasa.gov/publications/npb.html
https://gcc.gnu.org/onlinedocs/gcc-4.7.2/gcc/
mailto:paulo.nogueira@ifgoiano.edu.br
mailto:rivalino@ufu.br

