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ABSTRACT

As traditional hardware scaling laws have started to break down, Co-Design of hardware and software has
become the most promising avenue towards exa-scale computing. We present a bottom-up approach as
part of a larger project that develops an optimization framework for computational codesign for molecular
dynamics applications. Our approach finds optimum circuit designs for arithmetic functions, such as square
root or multiplication, which are the basic building blocks of the domain-specific arithmetic calculations in
molecular dynamics simulations. Our design approach employs the Boolean satisfiability problem (SAT)
as a vehicle for circuit design, using state-of-the-art SAT solvers that show their algorithmic power on
mid-range performance computing platforms to rein in the inevitable combinatorial explosion of possible
circuit designs as we increase the bit-length of our operations. While the main emphasis is on the modeling
methodology, we show initial results of automated designs for a 4-bit square root circuit and a mini-calculator.

1 MODELING HARDWARE/SOFTWARE CODESIGN AS COMBINATORIAL OPTIMIZATION

When exploring the hardware and software design spaces for a given application domain, such as molecular
dynamics simulations, co-design requires performance prediction of hardware-software pairs, where one
or the other component may not exist in real life because it simply has not been built yet, thus making
a modeling and simulation approach a necessity. Different levels of detail ranging from pure compute
node-connectivity models down to individual-gate level on the hardware side and from pseudo-code to
machine code on the software side, deliver varying degrees of fidelity. We present a conceptual model
of hardware and software in tandem on which we can explore optimization methods. We would operate
on hardware and software search spaces that are unrestricted by standard structures and preconceived
architectural designs in order to find new efficient systems.

Computational optimization is well-established in the field of developing circuit design with the most
common approaches being genetic algorithms, circuit synthesis SAT and local search techniques. Kamath
et al. (1993) proposes to use SAT in logical design synthesis. Estrada (2003) experiments with modern SAT
solvers using this translation. Williams (2008) has noted that it is easy to construct optimal circuits for 2×2-
matrix multiplication, while for 3×3 this becomes a difficult task. Kojevnikov et al. (2009) demonstrates
finding efficient circuits using SAT-solvers. By using composite fitness functions in genetic algorithms,
circuits can be produced which are logically correct and minimize the number of gates used (Kalganova
and Miller 1999). Techniques for scaling are shown in Vassilev and Miller (2000) and Torresen (2003).
Asynchronous circuits can also be evolved, as in Shanthi and Singaram (2005). There is very little prior
work in optimizing hardware and software together. Jan Beutel and Iuliana Bacivarov (2011) is an exception,
but is primarily focused on embedded systems.

We start by breaking down more complex problems to elementary polynomial operations. We then
employ a systematic way to generate optimized hardware sets and corresponding sequence of software
from such elementary operations. A hardware instruction is a circuit block that operates by a clock. All
blocks are arrangements of generalized logical gates, which may have arbitrarily many input or output
bits. We define a software function as a sequence of hardware instructions which delivers an answer to the
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initial task upon execution. In this sequence any instruction can be called an unlimited number of times.
A software function may be duplicated by hard wiring multiple instructions together. We seek to develop
a method for comparing the speed and efficiency of possible computational systems. This we accomplish,
by developing an objective function which depends on the logical gates, hardware instructions, software
functions and lines of program code required to construct the system.

Our goal is to develop an optimization algorithm which satisfies the certain logic requirements and is
executable on some scale. We take as input: target expressions (simple arithmetic functions), logic gates
that may be reused arbitrarily, and cost functions that capture the desired circuit efficiency. We produce
as output: A set of hardware instructions H and software functions S, one function per target expression,
performance data. We synthesize the circuit blocks by encoding the specification into Boolean variables. We
then use off-the-shelf satisfiability solvers to find solutions which correspond to physical circuits. Finally,
we extend to encoding specification to include the software layer.

2 RESULTS

We implemented an algorithm to generate a SAT-based model given a logic functionality as a truth-table and
used MiniSat 2.0 as the SAT solver. We constructed several test circuit blocks in reasonable computational
time: (1) a conventional task having a well-known solution: XOR gate using 4 NAND gates. (2) a NOT
gate using a XOR gate and a constant gate: the whole truth table is represented by just one number. (3) a
2-bit full-adder built using NAND gates: The solver took 13 minutes to find a solution requiring 16 gates,
with one redundant gate. It took 55 minutes to reduce this to 14 NAND gates. Running the SAT solver
for a further 15 hours produced neither a smaller circuit nor proof of optimality. (4) a 2×2-bit multiplier
built from AND and XOR gates: the SAT solver achieved a solution with 5 AND and 2 XOR gates within
a second. We will show more details and circuit designs for more complex problems on the poster.
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