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ABSTRACT

We consider the problem of automated match-making in a competitive online gaming service. Large
numbers of players log on to the service and indicate their availability. The system must then find an
opponent for each player, with the objective of creating competitive, challenging games that do not heavily
favour either side, for as many players as possible. Existing mathematical models for this problem assume
that each player has a skill level that is unknown to the game master. As more games are played, the game
master’s belief about player skills evolves according to a Bayesian learning model, allowing the game
master to adaptively improve the quality of future games as information is being collected. We propose a
new decision-making policy in this setting, based on the knowledge gradient concept from the literature
on optimal learning. We conduct simulations to demonstrate the potential of this policy.

1 INTRODUCTION

With the appearance of affordable broadband Internet, competitive online gaming or e-sports has become a
massive cultural phenomenon, as well as a profitable business venture. A study by Huhh (2008) documents
the growth in revenues of South Korean online game company NCSoft, from $559 million in 2000 to over
$2 billion in 2004. In 2005, Microsoft’s Xbox Live online service had over 2 million subscribers (Herbrich
et al. 2006). The competitive strategy game Starcraft II, released in 2010, has over 2.5 million players
listed in its ranking system (SC2 Rankings 2011) as of this writing.

Competition is at the heart of e-sports. Online game services frequently create and display rankings of
players (as seen above for the case of Starcraft II). Outside organizations create their own rankings (KeSPA
2011), used to evaluate professional players. Ranking has a great impact on the experience of even casual
players. Large online systems automate the process of match-making: a player logs on to the system and
submits a request to play a game, whereupon the system finds an opponent with no further input from the
player. The goal is to create fair and challenging games by matching players of similar skill level.

However, a player’s skill level is not known exactly to the system, and must be inferred from the
player’s match history. Methods for statistical modeling of player skills and prediction of game outcomes
date back to the work by Elo (1978), which focuses on rating chess players. The emergence of e-sports has
sparked a new interest in such methods. Studies by Herbrich et al. (2006) and Dangauthier et al. (2007)
adopt a Bayesian perspective for modeling player skills. The game master has a Bayesian belief about the
skill of each player, and adjusts this belief as new games are played. Furthermore, the Bayesian beliefs can
be used to estimate the quality of a particular match-up, enabling the game master to make match-making
decisions. The resulting TrueSkillTM ranking system has been implemented by Xbox Live.

The match-making problem can be interpreted as a variation on ranking and selection, a fundamental
problem in simulation optimization (see e.g., Swisher et al. 2000 or Hong and Nelson 2009 for an
introductory overview, or Kim and Nelson 2007 for a view geared more toward recent advances). In
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ranking and selection, there is a finite set of alternatives with unknown values (e.g., different settings for a
simulator) that can be estimated through expensive simulations. The objective is to efficiently allocate the
simulation budget in order to discover the alternative with the highest value. In the match-making problem,
individual players can also be viewed as alternatives with unknown values (skill levels). However, the goal
is not to discover the single most skilled player, but rather to make each game as even and competitive as
possible, thus falling outside the purview of traditional simulation optimization.

The dimension of simulation optimization was not considered in the original work on TrueSkillTM.
Herbrich et al. (2006) proposes a Bayesian model for learning, as well as a criterion for evaluating games,
but uses a simple greedy algorithm for the actual match-making decisions. The optimal learning literature
observes that we can obtain much better results with some experimentation or trial and error; experimental
comparisons of such procedures against greedy algorithms can be found, e.g., in Frazier et al. (2008) for
ranking and selection, or in Ryzhov and Powell (2009b) for the closely related multi-armed bandit problem.
Our paper contributes a new decision rule for match-making.

We apply a class of optimal learning methods known variously as value of information procedures
(see Chick and Inoue 2001a, Chick and Inoue 2001b, or Chick 2006) and knowledge gradient policies
(Frazier et al. 2008). Our Bayesian belief about player skill induces a probability distribution on the
outcome of the next game, and thus, on the future beliefs that we will use to make future decisions. By
taking an expectation over this distribution, we can “look into the future,” creating an estimate of how
much the information we collect now will benefit us in future games. Some recent, relevant applications of
look-ahead policies include energy portfolio selection (Ryzhov and Powell 2009a), two-agent newsvendor
problems (Ryzhov et al. 2010), and simulation calibration (Frazier et al. 2009, Scott et al. 2010).

In Section 2, we survey TrueSkillTM and present a derivation of the draw probability criterion for game
quality that was not given in the original paper. Section 3 shows how game outcomes can be predicted and
derives the KG policy. Section 4 presents simulations demonstrating the potential of KG for improving
match-making decisions. Finally, Section 5 concludes.

2 BAYESIAN MODEL FOR PLAYER SKILLS

We approach the problem from the point of view of one fixed player, referred to as “player 0.” We are
motivated by a situation where a player has logged onto the system and submitted a request to play; we
must then do our best to satisfy the request and create a good game specifically for that player. The broader
problem of simultaneously optimizing across all players is a subject for future work, but we believe that
the concepts put forth in this paper can also be useful in such general settings.

We assume that player 0 has a fixed pool of potential opponents, players 1, ...,M, and that these
opponents only play against player 0, and only one of them can play per time period. The others simply
wait for their next chance to be selected. Of course, in a real gaming environment, the pool of available
opponents is constantly changing, and many games occur simultaneously. However, if the total number of
players is large enough, we might reasonably assume that, at any given time when player 0 is available,
there is a roughly constant number of available opponents to choose from, and they come from the same
statistical population, with roughly the same variation in skill level.

We briefly summarize the TrueSkillTM model of Herbrich et al. (2006). Each player i = 0,1, ...,M has
an underlying skill level si. This dimensionless quantity is unknown to the game master. Our uncertainty
about si is encoded by the Bayesian modeling assumption si ∼N

(
µ0

i ,
(
σ0

i

)2
)

.

When player i plays a game, his or her performance is represented as a random variable pi ∼N
(
si,σ

2
ε

)
,

a black-box sample of skill level. For simplicity, the variance σ2
ε is assumed to be known and constant

for all players. Note that player i’s performance does not depend on the skill of the opponent. In fact, we
assume that the true skill levels si are mutually independent for all i = 0,1, ...,M. Player i is said to win a
game against player j if pi > p j.
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If we had the ability to observe the exact value of pi in a game played by player i, we would have a
classic conjugate prior model. Then, given the results of the first n games, the posterior distribution of si
would be normal, with a standard set of recursive updating equations (DeGroot 1970) for obtaining µ

n+1
i

and σ
n+1
i from µn

i , σn
i and pn+1

i . However, the match-making problem is complicated by the fact that we
have no way of observing the exact values pi. If player i plays against j, we will only observe who wins,
that is, whether pi > p j or p j < pi. (The probability of a draw is zero.) The posterior density

P(si ∈ ds | pi > p j) =
P(pi > p j |si = s)P(si ∈ ds)

P(pi > p j)

is no longer normal. The work by Dangauthier et al. (2007) uses approximate Bayesian inference to derive
the updating equations

µ
n+1
i =


µn

i +
(σn

i )
2

(σn
i )

2
+(σn

j )
2
+2σ2

ε

· v
(

µn
i −µn

j

(σn
i )

2
+(σn

j )
2
+2σ2

ε

)
if pn+1

i > pn+1
j ,

µn
i −

(σn
i )

2

(σn
i )

2
+(σn

j )
2
+2σ2

ε

· v
(

µn
j−µn

i

(σn
i )

2
+(σn

j )
2
+2σ2

ε

)
if pn+1

i < pn+1
j ,

(1)

and

(
σ

n+1
i

)2
=


(σn

i )
2
(

1− (σn
i )

2

(σn
i )

2
+(σn

j )
2
+2σ2

ε

·w
(

µn
i −µn

j

(σn
i )

2
+(σn

j )
2
+2σ2

ε

))
if pn+1

i > pn+1
j ,

(σn
i )

2
(

1− (σn
i )

2

(σn
i )

2
+(σn

j )
2
+2σ2

ε

·w
(

µn
j−µn

i

(σn
i )

2
+(σn

j )
2
+2σ2

ε

))
if pn+1

i < pn+1
j ,

(2)

where

v(x) =
φ (x)
Φ(x)

,

w(x) = v(x)(v(x)+ x) ,

with φ , Φ being the standard normal pdf and cdf. We force the posterior distribution to be normal, and
choose the parameters of that normal distribution to resemble the actual posterior as much as possible.
We use the notation Pn (·) and IEn (·) to denote the conditional probability of an event, or the conditional
expectation of a random variable, given our observations from the first n games (“at time n”). Because
we use a normal distribution to approximate the posterior, we also calculate conditional probabilities and
expectations approximately, based on this normality assumption.

Due to the normality assumption, our beliefs about all the players at time n can be encoded in the
knowledge state

kn = {µn
i ,σ

n
i | i = 0,1, ...,M} .

2.1 Draw Probability for Evaluating Games

Because pi and p j are normally distributed, the probability that a draw occurs (that is, the opponents
perform equally well) is zero. In fact, draws do not occur in many competitive online games. Microsoft’s
Halo does not allow them to occur, whereas Starcraft II has the functionality to call a draw in certain cases,
but in practice this happens rarely, particularly in a competitive setting. Nonetheless, we use an artificial
notion of a draw probability to help us create good games. It is logical to suppose that a game is fair and
even if the performances of the two players are more likely to be close together.

Let δ > 0. In Dangauthier et al. (2007), a game between players i and j ends in a draw if∣∣pi− p j
∣∣< δ .
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Suppose that we are at time n, that is, n games have occurred. If the next game is between players i and
j, the conditional probability of a draw is

Pn
(∣∣∣pn+1

i − pn+1
j

∣∣∣< δ

)
= IEnPn

(∣∣∣pn+1
i − pn+1

j

∣∣∣< δ |si,s j

)
. (3)

The outer expectation is over our distribution of belief at time n. The work by Herbrich et al. (2006)
suggests letting δ → 0, whence (3) becomes

lim
δ→0

Pn
(∣∣∣pn+1

i − pn+1
j

∣∣∣< δ

)
= lim

δ→0
IEnPn

(∣∣∣pn+1
i − pn+1

j

∣∣∣< δ |si,s j

)
= IEn lim

δ→0
Pn
(
−δ < pn+1

i − pn+1
j < δ |si,s j

)
. The probability that pn+1

i − pn+1
j will fall in an infinitesimally small interval centered around zero is

equal to the density of pn+1
i − pn+1

j , evaluated at zero, multiplied by the infinitesimal interval width. The
distribution of pn+1

i − pn+1
j is N

(
si− s j,2σ2

ε

)
because performances are normal and independent. Thus,

IEn lim
δ→0

Pn
(
−δ < pn+1

i − pn+1
j < δ |si,s j

)
= IEn

 1√
4πσ2

ε

e
−(

si−s j)
2

4σ2
ε

 lim
δ→0

2δ . (4)

As δ → 0, the right-hand side of (4) always goes to zero as well. However, different match-ups can
be compared by how quickly this occurs. The term inside the expectation in (4) represents the relative
likelihood of a draw for a match between i and j. We show in Appendix A that

IEn

 1√
4πσ2

ε

e
−(

si−s j)
2

4σ2
ε

=
1√
2π

1√
(σn

i )
2 +
(

σn
j

)2
+2σ2

ε

e
− (µn

i −µn
j )

2

2
(
(σn

i )
2
+(σn

j )
2
+2σ2

ε

)
. (5)

Let qn
i j denote the right-hand side of (5). In Herbrich et al. (2006), a normalizing factor is applied, yielding

an expression

q̃n
i j =

√√√√ 2σ2
ε

(σn
i )

2 +
(

σn
j

)2
+2σ2

ε

e
− (µn

i −µn
j )

2

2
(
(σn

i )
2
+(σn

j )
2
+2σ2

ε

)
. (6)

The normalizing factor does not depend on i or j, and thus does not affect which pair (i, j) has the highest
draw probability. The quantity q̃n

i j is used by Herbrich et al. (2006) as a criterion for the quality of a game.
A higher draw probability indicates that a particular match-up is fairer and more competitive.

2.2 Objective Function

We can now use the draw probability to formulate an objective function for the game master. In e-sports,
learning occurs online. That is, we learn about the players’ skill levels in real time, while games are being
played. We wish to learn about the players’ true skills in order to select the best opponent, but we should
also try to ensure high-quality match-ups in every game, or at least as many individual games as possible.
We will choose an opponent for player 0 using a decision rule Xπ , a function mapping a knowledge state
kn to some Xπ (kn) ∈ {1, ...,M}. The notation π describes the policy represented by the decision rule Xπ .
Our objective is to choose a policy π for selecting opponents in order to maximize

sup
π

IEπ
N

∑
n=0

qn
0,Xπ (kn), (7)
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the expected number of “draws” across all N games.
We give two simple examples of policies, before proposing our own policy in Section 3. A simple

myopic policy for making decisions (“point-estimate” or PE) might be

XPE (kn) = argmin
j

∣∣µn
0 −µ

n
j

∣∣ . (8)

This policy is based purely on the point estimates µn
i of si, with no regard for the uncertainty in those

estimates. A second policy, which we call DrawChance, takes uncertainty into account by maximizing

XDC (kn) = argmax
j

q̃n
0, j. (9)

where q̃n
0, j is the normalized draw probability from (6). This is also the policy used by Herbrich et al.

(2006) to make decisions.

3 A KNOWLEDGE GRADIENT POLICY FOR MATCH-MAKING

We propose to improve on the DrawChance policy by using the potential change in our estimate of the
draw probability as a factor in our decision-making. For each possible opponent, we will look ahead to the
expected results of the next game and consider how our new estimate of the draw probability will affect the
quality of future games. This approach is known as a knowledge gradient policy, previously considered by
Gupta and Miescke (1996) and Frazier et al. (2008) for the ranking and selection problem, and by Ryzhov
et al. (2011) for its online analog, the multi-armed bandit problem.

In the problem under discussion, the look-ahead is relatively simple because the observation is binary.
The following result computes our belief about the probability of each outcome for a game played by
players i and j.
Proposition 1 Under the normality assumption, the conditional probability that player i wins against player
j, given the knowledge state kn, is given by

Pn
(

pn+1
i > pn+1

j

)
= Φ

 µn
i −µn

j

(σn
i )

2 +
(

σn
j

)2
+2σ2

ε

 . (10)

Proof: We compute the winning probability as

Pn
(

pn+1
i > pn+1

j

)
= IEnPn

(
pn+1

i − pn+1
j > 0 |si,s j

)
= IEn

Φ

(
si− s j√

2σ2
ε

)

=
∫

∞

−∞

Φ

(
x√
2σ2

ε

)
1√

2π

(
(σn

i )
2 +
(

σn
j

)2
)e
− (x−(µi−µ j))

2

2
(
(σn

i )
2
+(σn

j )
2
)

dx. (11)

We can rewrite (11) as P(X ≤ Y ), where X ∼ N
(
0,2σ2

ε

)
and Y ∼ N

(
µi−µ j,(σ

n
i )

2 +
(

σn
j

)2
)

are

independent. Since both X and Y are normal, this probability is

P(X−Y ≤ 0) = Φ

 µi−µ j

(σn
i )

2 +
(

σn
j

)2
+2σ2

ε

 ,
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as required.
As a consequence, the losing probability has the simple form

Pn
(

pn+1
i < pn+1

j

)
= 1−Φ

 µn
i −µn

j

(σn
i )

2 +
(

σn
j

)2
+2σ2

ε

= Φ

 µn
j −µn

i

(σn
i )

2 +
(

σn
j

)2
+2σ2

ε

 .

For each possible outcome of the game, our new beliefs can easily be computed using (1) and (2).
Suppose that, at time n, we choose player j to be the opponent in the (n+1)st game. Let kw,n+1 denote the
knowledge state that we would have at time n+1 if player 0 were to win the game. Similarly, let kl,n+1

denote the new knowledge state in the event that player 1 loses. We can also define qw,n+1
i j and ql,n+1

i j to be
the new estimates of the draw probability between i and j that are based on kw,n+1 and kl,n+1, respectively.

Let
Fw,n+1 = max

j
qw,n+1

0, j , F l,n+1 = max
j

ql,n+1
0, j

be our time-(n+1) estimates of the best possible draw probability, for each possible outcome of the game
at time n. Then, the conditional expectation of our future estimate of the biggest draw probability, given
our time-n beliefs kn and our choice of player j at time n, is given by

Fn
j = Φ

 µn
0 −µn

j(
σn

0

)2
+
(

σn
j

)2
+2σ2

ε

Fw,n+1 +Φ

 µn
j −µn

0(
σn

0

)2
+
(

σn
j

)2
+2σ2

ε

F l,n+1.

We weigh the value for each outcome by the probability of that outcome, as computed in Proposition 1.
Finally, the knowledge gradient (KG) policy chooses an opponent at time n according to the rule

XKG,n (kn) = argmax
j

qn
0, j +(N−n)Fn

j . (12)

The policy only considers the change in our beliefs that results from the very next game. In other words,
the knowledge gradient method assumes that our knowledge state will change only one more time, from
kn to kn+1, and from that point on, we will stop learning and kn′ = kn+1 for all n′ ≥ n+ 1. Under this
assumption, the very next decision at time n is the last decision that will provide any new information.
The KG method allocates this decision optimally.

The value of each game in (7) is represented by the draw probability of that game. If we stop learning at
time n+1, the best possible decision for each game from time n+1 onward is to choose the opponent that
maximizes qn+1

0, j . The estimated value of that decision is, accordingly, max j qn+1
0, j . The time-n expectation

of that value is precisely Fn. The multiplier N−n is the number of games remaining after time n. This
reflects the online nature of the problem: in (7), we collect a value for each individual game.

In a real-world setting, the available opponents at time n+1 may be different from the ones at time
n. However, we might still use KG as a heuristic, and make the one-step look-ahead decision under the
simplifying assumption that the same opponents would be present in the next time step. To expedite
computation, we may wish to narrow down the set of possible opponents before computing (12), perhaps
with a technique like the one discussed by Ryzhov and Powell (2009a).

Additionally, a real gaming service would have no way of knowing the total number N of games that
player 0 intends to play. We propose a simple heuristic modification, based on the infinite-horizon version
of the online KG method from Ryzhov et al. (2011). We fix a value 0 < γ < 1 and use the decision rule

XKG (kn) = argmax
j

qn
0, j +

γ

1− γ
Fn. (13)
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The parameter γ is meant to be a discount factor representing the rate at which future rewards diminish in
value. There is no natural choice of discount factor in our problem, and so we can view γ as a tunable
parameter. Higher values of γ place more emphasis on exploration and information collection, whereas
lower values will make the policy behave similarly to DrawChance.

4 SIMULATION STUDY

Our objective function in (7) uses the draw probability to measure the quality of a game. However, draws
never actually occur in any game, making it somewhat difficult to compare policies. In our simulation
study, we used several intuitive performance measures to compare the point estimate policy of (8), the
DrawChance policy of (9), and the heuristic KG policy of (13) with γ tuned to 0.99. Chief among these
was the true draw probability of each match-up, defined as

qtrue
0,Xπ (kn) =

1√
4πσ2

ε

e
−(

s0−sXπ (kn))
2

4σ2
ε . (14)

In (14), Xπ (kn) is the opponent chosen by policy π based on the knowledge state at time n. Note
that (14) requires us to know the exact values of the true skills si for i = 0,1, ...,M. We set these values
at the start of each set of games and used them to generate performance values pn

i for n = 1, ...,N. The
policies were not allowed to see the true values when making decisions. However, we used the true values
to compare the policies after the decisions had been made.

The simulations were set up as follows. First, we created the prior means µ0
i for i = 0,1, ...,49 by

generating samples from a normal distribution with mean 0 and variance 4. The prior variances
(
σ0

i

)2

were generated from a uniform distribution on the interval [2,3]. We then generated 104 sets of true skills
si ∼N

(
µ0

i ,
(
σ0

i

)2
)

, allowing for a fair amount of variation in the true skills, while keeping the priors
accurate on average. For each set of true skills, we simulated a time horizon of N = 500. The noise in the
observations was chosen to be σ2

ε = 2.5.
In addition to the true draw probability from (14), we also compared each match-up with respect to

the squared error (µn
0 − s0)

2 of the beliefs, the difference s0− sXπ (kn) in the true skills of the players in
the match-up, and the win/loss ratio of player 0 for that game. We report the difference s0− sXπ (kn) as a
signed quantity, not as an absolute value. Hence, positive values of the difference mean that player 0 was
matched up against a less skillful player, whereas negative values mean that the opponent was favoured.

We discovered that KG was most effective when player 0 was ranked either at the top (highest µ0
0 ), or

at the bottom (lowest µ0
0 ). As we see in Figure 1, KG explores more than other policies early on, choosing

opponents that are farther away from player 0 in terms of skill. For the first hundred games, match-ups have
lower draw probability under KG, and a greater difference in true skills. We learn the true skill level of
player 0 faster, with the error (µn

0 − s0)
2 decreasing faster for KG in Figures 1(c) and 1(d). However, after

the first hundred games, KG closes the gap and visibly pulls out ahead of the competition. In Figures 1(g)
and 1(h), win/loss ratios are closer to 0.5 under KG. We also see the differences in true skills in Figures
1(e) and 1(f) come closer to zero under KG. Draw probabilities become higher, as well. KG consistently
maintains its lead for the rest of the time horizon.

In the middle cases, when player 0 starts with a rank closer to the middle (e.g., rank 12, 25 or 37
out of 50), all three policies perform similarly, with no clear winner. Figure 2 provides an illustration for
two performance measures. We see that the win/loss ratios, as well as the differences in true skills, are
quite noisy and the results overlap for all the policies and all the starting ranks under consideration. We
can see that KG still does more exploration in the early stages, but this does not result in an appreciable
improvement over the other policies.
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(a) Draw probability, top rank. (b) Draw probability, bottom rank.

(c) Error of belief, top rank. (d) Error of belief, bottom rank.

(e) Difference in true skills, top rank. (f) Difference in true skills, bottom rank.

(g) Win/loss ratio, top rank. (h) Win/loss ratio, bottom rank.

Figure 1: Performance measures, averaged over 104 sample paths, with player 0 starting in the top and
bottom ranks (largest/smallest µ0

0 ).
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(a) Difference in true skills, middle ranks. (b) Win/loss ratio, middle ranks.

Figure 2: Performance measures, averaged over 104 sample paths, with player 0 starting closer to the
middle (25th, 50th and 75th percentile).

(a) Difference in true skills, middle skill levels. (b) Win/loss ratio, middle skill levels.

Figure 3: Performance measures, averaged over 104 sample paths, with equal priors.

We ran a second set of experiments where the starting prior was set to µ0
i = 0 for all i, while the

truths were generated from the same distributions as before, meaning that the prior provides little useful
information about the players, and no way to distinguish them from one another. Figure 3 repeats the
analysis of Figure 2 in this setting. The results are now less noisy, and KG now has a more pronounced
tendency to come closer to the desired win/loss ratio of 0.5 and true skill difference of 0. This tendency is
clearer in Figure 4, which presents a portion of the same results for the case where the true skill of player
0 is exactly in the middle. KG also maintained its good performance in the extreme cases where player 0
had the highest or lowest skill level of any player.

5 CONCLUSION

We have proposed a knowledge gradient policy for improving match-making decisions in competitive online
gaming. We use the draw probability of Herbrich et al. (2006) as a criterion for the quality of a game,
and demonstrate through simulations that KG can outperform other policy with respect to this and other
performance measures. KG does particularly well when the player under consideration is ranked close to
the top or bottom of the player pool, and performs competitively in other cases. In the e-sports setting,
it is particularly important to do well in the extreme cases. The game designers would like to minimize
frustration among new players, while also providing a greater challenge to professional players.
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(a) Difference in true skills, middle skill level. (b) Win/loss ratio, middle skill level.

Figure 4: Performance measures, averaged over 104 sample paths, with equal priors.

More importantly, however, we believe that the issues discussed in this paper have impact far outside the
e-sports setting. The match-making problem is an example of what we might call “targeting and selection,”
a ranking and selection problem where the goal is not to find the alternative with the largest value, but
rather to find an alternative whose value matches a target (e.g., a player’s skill level). This problem arises
in settings such as simulation calibration and design (see e.g., Frazier et al. 2009), where we are designing
a simulator of a real-world system, and the goal is to make the simulation as true to life as possible, before
we can begin to optimize it. We believe that the methodology examined in this paper can be highly useful
in this setting. Future work in this direction is underway.

A DERIVATION OF DRAW PROBABILITY

The time-n distribution of si− s j is N
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Completing the square in the exponential terms in (15), the numerator inside the exponent becomes
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Observe that

1− 1
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.

Simplifying and combining (15) with (16), then canceling out a normal integral over the real line, yields
(5), as required.
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