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ABSTRACT 

This study is based on a real scenario in which simulation modeling is used in order to understand the be-
havior of the system. Sensitivity analysis, design of experiments, regression analysis for metamodeling 
purposes, and optimization are key elements of the simulation output analysis and are used in order to 
identify critical parameters and their relationship to multiple responses or output variables. Understanding 
this relationship allows to build mathematical expressions for the output variables which are the founda-
tion for the optimization. Typical simulation optimization methods are not of practical value for this ap-
plication. An optimization tool based on mathematical programming is developed. The tool is validated in 
terms of the metamodels� accuracy and the capacity to find a local optimum within the search region.  

1 INTRODUCTION 

This study is the continuation of a previous study in which focus was given to data gathering and analysis, 
and the development, verification, and validation of the simulation model. Different from the previous 
phase in which experimentation was done by means of a trial and error approach, this new phase focuses 
on the output analysis of the simulation model.  

The system under consideration is a one-piece flow progressive assembly line. Each product is indi-
vidually assembled, tested, final inspected, and packed. The testing area has been identified as the bottle-
neck and the area of major concern due to the high cost of the testing equipment, the high rejection rate 
and the excessive time to test a unit. Assembly capacity is available or relatively inexpensive to increase, 
contrary to the testing and final inspection areas. The study focuses on those two areas as well as packag-
ing.  

Figure 1 shows the conceptual model for the system under study. The testing line contains three areas: 
testing, final inspection and packaging. The products arrive from the assembly area to the testing area 
where they have to pass two different types of testing processes (Test #1 and #2) and a troubleshooting. 
Products that are accepted continue forward to the inspection area where they have to pass two different 
inspections (Inspection #1 and Final Inspection) and another test (Test #3). Products accepted continue 
forward to the packaging area. Products rejected at any stage are returned to the assembly area for repair. 
The handling of the products is done on a manual conveyor that takes advantage of gravity. 

The objective of the study is to define the arrangement needed in terms of number of equipment and 
personnel in order to support the goal of increasing the throughput from a total of 800 units per month to 
3000 units per month with minimum investment in terms of capital expenditures and operational costs. 
The above objective must be achieved considering the following restrictions or constraints: work-in-
process inventory must not exceed 22 units on average, equipment up-time (%) and labor utilization (%) 
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must not exceed some pre-specified limits. This scenario is complicated by the fact that the rejection rate 
is high at the testing area  and the testing process time is considered excessively high. Management has 
been working on improving these two issues but new performance levels are uncertain. For the purpose of 
the analysis, capital investment is related to the acquisition of new equipment and work-in-process inven-
tory, and operational cost is mostly related to labor. 

Figure 1. Conceptual model for the system under study 

The analysis of simulation models of this complexity is usually simplified by reducing the search re-
gion, thus defining a manageable number of feasible scenarios. This is achieved by fixing or setting up 
input parameters to conditions that will positively impact the main goal of the analysis. For example, by 
fixing the yield to 90% instead of 70%  and fixing the testing process time to 70% of the actual value in-
stead of 85%, we can expect more throughput and a reduction of the up-time for the testing machine 
which allows the expected volume to be reached with the least number of machines, thus reducing the 
capital expenditure cost. Nevertheless, the analysis has no value for the end user if those conditions for 
the input parameters are not reached in real life. The capacity for understanding the model is not only li-
mited but there is no guarantee that the suggested alternative is the best in terms of reducing the capital 
and operational costs. 

Understanding the relationship between the input parameters and multiple interrelated performance 
metrics or output variables with restrictions is key to achieving the expected goal of the system. Several 
input parameters are factors for which the end user can specify any value within a given range of interest. 
The fact that there are variable input parameters and multiple response variables with restrictions suggests 
the necessity for using computer simulation with design of experiments, metamodels, and optimization. 

The expectation of this study is to provide the end user with an understanding of the behavior of the 
system within the given spectrum of the input parameters. Traditional simulation optimization methods 
are of no practical value for this problem due to the lack of resources availability from the end user and 
the uncertainty related to the values that the variable input parameters can assume. The approach followed 
is to express the relation between the simulation input parameters and the responses in terms of a mathe-
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matical optimization problem by use of metamodels. Even though the simulation literature recommends 
caution from the analyst side when pretending to solve simulation optimization problems with determinis-
tic methods, mainly due to the inheriting variability of any simulation model, it is believed that this ap-
proach provides the end user with the full understanding of the system without having to invest in expen-
��������	
����������������������������
��
�������	������������evelopment of the optimization tool, 
showing to be of practical value due to its use of the Generalized Reduced Gradient (GRG) algorithm and 
its universalit�������������	���������
�� 

2 LITERATURE REVIEW 

As per Banks et al. (2001), output analysis is the examination of data generated by simulation and its pur-
pose is to predict the performance of a system or to compare the performance of two or more alternative 
system designs. This definition suggests the importance of output analysis in any simulation study. Unfor-
tunately, even though simulation is widely used for decision making in the industry, in many applications 
the analyst tends to follow the traditional trial and error approach instead of a scientific approach based on 
experimental design in order to understand the behavior of the system; therefore, undermining the power 
of simulation and increasing the probability for making erroneous inferences about the system. 

The system being modeled is a non-terminal system and the interest is to analyze the model under the 
steady state condition. As per Sargent (2002), systems modeled for steady-state analysis introduce the 
complexities of: (1) removal of the bias of the imposed initial model state and (2) definition of a sample 
that admits an accepted estimate of sample variance, which is needed to determine the precision of esti-
mates of steady-state parameters. The replications method is used in this study for the estimation of the 
sample variance.  

As per Sánchez (2001), the purpose of preparing a simulation model is not to assess the capability of 
a single system, but to compare one or more systems to a standard level of performance, to compare sev-
eral systems to one another, or to determine how the performance of one system changes according to 
particular variants of operating conditions. As per Kleijnen et al. (2001), sensitivity analysis is the syste-
������������������������������������������	
��������������������������
	������������
������	����
����������������������������
������	��	�����	���������
ysis helps identify the most important factors in a 
simulation study.  Law et al. (1991) specifies that if the output is sensitive to some aspect of the model, 
then that aspect must be modeled carefully. For this study, sensitivity analysis is used for the purpose of 
identifying input parameters of the simulation model that should be considered as experimental factors as 
well as for defining the experimental levels for those factors. Hypothesis tests are used as part of the sen-
sitivity analysis.  

 As per Montgomery (2001), experimental design is a test or series of tests in which purposeful 
changes are made to the input variables of a process or system so that we may observe and identify the 
reasons for changes that may be observed in the output response.  In the context of simulation, the system 
or process is a computer model of the real system under study, either actual or planned. The simulation 
literature states that at the early stages of experimentation the analyst is concerned about which factors are 
i���������������������������������������������������������
����	����������������������
�����������
progresses, the interest on experimentation turns from identifying critical factors to defining the optimal 
combinations of factor levels that maximize or minimize a response of interest. At this stage, the use of 
metamodels and response surface methodologies can be of great value. Once metamodels are constructed, 
the estimation of the gradient could also be of interest to the analyst for purposes of quantifying how the 
responses react to small changes in the quantitative factors as well as for optimization purposes. For our 
case, metamodels are developed for the experimental region with the purpose of optimizing a particular 
configuration of interest for the end user. Response surfaces are developed not for optimization purposes, 
but to confirm that an optimum for a particular configuration is within the experimental region. 

Barton (1998) specifies that the major issues in metamodeling include: (1) the choice of a functional 
form for the regression model, (2) the experimental design and (3) the assessment of the adequacy of the 
metamodel. For the purpose of this study, regression models of first (linear) and second order (quadratic) 
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are constructed from 2k factorial and 2k-p fractional factorial designs, and central composite designs, re-
spectively. As for the metamodel adequacy, the test for lack of fit is done.   

Fu (2001) defines simulation optimization as the optimization of performance measures based on out-
puts from stochastic (primarily discrete events) simulations. As in any optimization problem, the primary 
components are also present: input and output variables, objective function, and constraints. As per April 
et al. (2003), the main goal of simulation optimization is to find the combination of factor levels that mi-
nimizes or maximizes the objective function subject to the constraints imposed on factors and/or res-
ponses. The factors of interest are the ones that have the greatest effect on the responses as determined by 
the experimental designs. The challenge associated with finding the optimal combination of input parame-
ters is that the relation (algebraic function) between the parameters and the response is unknown, which 
means that it has to be estimated. Swisher et al. (2000), states that the stochastic nature of the simulation 
output complicates the optimization problem. This may require multiple simulation runs (replicates) or 
long simulation runs to assure that the optimization algorithm is not misled by the variability of the re-
sponse.  

The simulation optimization techniques can be classified by the input parameters of the model since 
they are applied depending upon the type of input parameters, in particular, continuous or discrete, both 
being quantitative type of variables. In the case of qualitative or categorical variables, ranking and selec-
tion can be used. As per Swisher et al. (2000), in the case of continuous input parameters, methods may 
be classified as either gradient-based or non-gradient-based. When the method is applied on the entire 
(global) domain of interest, in principle, appropriate deterministic procedures can be applied to obtain an 
optimum. However, in practice, sequential response surface methodology is used rather than deterministic 
approaches when optimization is the main objective of the study (Kleijnen 1998, and Fu 2001).  

Several techniques are available for optimization simulation when the input parameters are discrete. 
Ranking and selection and multiple comparison procedures can be applied when the set of alternatives is 
finite and small (Goldsman and Nelson 1998, and Boesel, Nelson, and Kim 2001). On the other hand, if 
the set of possible alternatives is infinite or large, ordinal optimization, simulated annealing, genetic algo-
rithms, tabu search, and random search can be applied (Glover, Kelly, and Laguna 1999). All of the above 
methods for a large number of alternatives are known as meta-heuristic methods to simulation optimiza-
tion, in which the simulation is run to define the function that relates the input parameters with the re-
sponse variable, and then feedback into the meta-heuristic method to define a new set of alternatives and 
starting the process all over again.  

For the system under consideration, the input variables of interest are both discrete (number of testing 
machines, personnel, and working shifts) and continuous (yield an testing time), adding to the complexity 
of the simulation output analysis and suggesting a strategic use of different optimization methods. This 
scenario is complicated by the fact that management needs a decision support tool not based on the inte-
raction with simulation software. These observations are the main reason for the methodology that is ex-
plained in the following section.    

3 METHODOLOGY 

The objective of the study is to provide the end user with a tool that allows him/her to understand the be-
havior of the system for the whole spectrum of alternatives or possibilities as defined by the yield and 
testing process time. As previously mentioned, the scope is on the output analysis only since the valida-
tion of the simulation model was done during a previous phase not included in this study. It is important 
to emphasize that the scenario being studied is complex in nature based on the relationship between the 
input parameters and the multiple interrelated output variables, several restrictions or constraints imposed 
on the system, the uncertainty related  to the yield and testing process time, and the fact that there are both 
continuous and discrete input parameters. Based on these observations, the methodology followed is 
summarized in this section.   
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3.1 Sensitivity Analysis 

Sensitivity analyses are done with respect to two main objectives: (1) to validate the warm-up period de-
fined during the simulation analysis of the model for the actual (real) system, and (2) due to the high 
number of input parameters at the beginning of the study, to identify with the minimum simulation time 
effort the parameters that should be considered as experimental factors and their respective experimental 
levels. The methodology followed is practically the same for both cases. In general, the objective is to 
vary one factor at a time to determine its impact on the responses of the simulation. Any input parameter 
that is identified by means of hypothesis testing as statistically impacting at least one performance meas-
ure is considered as an experimental factor.    

3.2 Reducing the Problem with Experimental Designs 
The main objective at this stage of the simulation study is to reduce the number of critical factors to be 
considered in the metamodels. This is achieved through a series of sequential experimental designs with 
major focus on the categorical and discrete input parameters, in particular, the labor balancing issue, the 
number of assemblers, the number of final inspectors, and the number of draw out machines. 

The expected result is to eliminate these factors from the critical list by fixing them to a level that 
would allow the model to achieve the objectives mentioned before. In order to do so, 2k-p fractional fac-
torial design with center points and 2k factorial design are used. The sensitivity analyses are the base for 
setting the levels for each factor considered in the experiments.  

3.3 Development of Metamodels 

A series of parallel experimental designs are performed to develop the metamodels used in the optimiza-
tion process of the study. These experimental designs focus on the testing area. Input parameters identi-
fied not as critical by the previous stages of the study are fixed to a particular set of values �thus- reduc-
ing the complexity of the model.  

The testing area has four critical factors: inter-arrival time, number of testing machines, yield, and 
testing process time. All of the four critical factors are quantitative input parameters, but the number of 
testing machines is discrete. In addition, it is understood at this stage of the simulation study that some of 
the performance measures of interest could have a quadratic relationship with these factors. It is decided 
to run three parallel central composite experimental designs -one experiment for each number of possible 
testing machines (3, 4, and 5). 

The evaluation of the outcomes from the experimental designs is based on statistical techniques gen-
erally used for these purposes, such as: hypothesis tests, analysis of variance, normality tests, run charts, 
surface plots, and a series of other commonly used graphical plots.  

3.4 Optimization Tool 

It would be easier for the analysis and execution of the study to fix the yield and testing process time to 
their respective maximum and minimum levels. Nevertheless, this would be of no practical value for the 
end user due to the uncertainty with respect to achieving those levels. Basically, the objective is to devel-
op a tool that could be used for management decision making. This in fact is the complexity of the study 
since it forces us to understand the behavior of the system for the whole spectrum of alternatives or possi-
bilities with respect to the yield and testing process time. 

As previously mentioned, typical simulation optimization techniques are  not practical options for the 
end user in terms of the availability of resources, contrary to developing a set of metamodels that could 
easily be used in exchange of the simulation model. The metamodels are used to build mathematical pro-
gramming models for optimization purposes. These models are of the type of smooth non-linear optimiza-
tion problems with 3 decision variables and 3 constraints. A smooth non-linear programming is one in 
which the objective function or at least one of the constraints is a continuous non-linear function of the 
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decision variables. This characteristic suggests the use of the Generalized Reduced Gradient (GRG) algo-
rithm, which is well known in the mathematical programming arena for solving optimization problems in 
which non-linear constraints and arbitrary bounds on the decision variables are allowed.  

The standard Microsoft Excel Solver can solve smooth non-linear optimization problems using the 
GRG method for up to 200 decision variables and 100 constraints in addition to bounds on the variables. 
The code used by Microsoft Excel Solver is the GRG2, which is written in ANSI Fortran. It seeks a feasi-
ble solution first (if one is not provided) and then retains feasibility as the objective is improved. It uses a 
robust implementation of the Broyden-Fletcher-Goldfarb-Shanno (BFGS) quasi-Newton algorithm as its 
default choice for determining a search direction. A limited-memory conjugate gradient method is also 
available permitting solutions of problems with hundreds or thousands of variables. The problem�� Jaco-
bian is stored and manipulated as a dense matrix, so the effective size limit is one to two hundred active 
constraints (excluding simple bounds on the variables, which are handled implicitly). As per Boesel 
(2001), a special development of recent interest in simulation optimization is the integration of meta-
heuristic search with classical non-linear optimization such as the state-of-the-art GRG2. 

All of the above suggests the use of MS Excel Solver and Visual Basic for Applications due to the ea-
siness of use and the opportunity to develop an inexpensive optimization tool. Basically, the end user en-
ters the values for the yield and testing process time, the tool selects the optimization model (for 3, 4 or 5 
testing machines) and Microsoft Excel Solver finds the optimum based on maximizing an objective func-
tion and meeting the restrictions imposed by the metamodels. The search variable is the inter-arrival time. 
It is important to mention that the search is done within the feasible experimental region for each testing 
machine. 

4 METAMODELS AND VALIDATION OF OPTIMIZATION TOOL 

For each number of possible testing machines needed to achieve a throughput of 1000 units per shift 
(3000 units in three shifts), metamodels are built relating the input parameters (inter-arrival time, yield, 
and testing process time) to the output variables (throughput, up-time testing machine, and work-in-
process inventory). These metamodels become the constraints of the optimization problem. As per equa-
tion (1), the objective function is based on maximizing Z which is defined as the monthly profit per shift, 
and is calculated as the revenue generated by the throughput less the cost related to work-in-process in-
ventory and depreciation of the testing machines.  

 

 
 

Where SP is the sales price per unit, THPT is the throughput, IC is the inventory holding cost per unit per 
unit of time, WIP is the work-in-process, EAC is the acquisition cost for a new testing machine, BV is the 
book value at the end of the depreciation period, DY is the depreciation period in years, 12 is the number 
of months in a year, 3 is the number of shifts, and TM is the number of new machines. 

 Note that Z lacks the cost component associated with labor. This is mainly because the number of 
employees needed to achieve 1000 units per shift is fixed for the experimental region defined by the yield, 
the testing process time, and the inter-arrival time. 

The validation of the optimization tool is done by focusing on two subjects: (1) predicting the accura-
cy of the metamodels vs. the simulation output, and (2) the ability of the experimental region to contain a 
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local optimum with respect the combination of possible values for the yield and testing process time input 
parameters.   

Table 1 Validation scenarios for the metamodels accuracy 

 
 
 
 
 
 
 
 
 
For subject (1), it is decided to run different scenarios for possible combinations of yield and testing 

process time (refer to Table 1). The output from the optimization tool is compared to the output of the si-
mulation model. It is important to mention that for simulation purposes, the input parameter inter-arrival 
time is obtained from the optimization tool. 

It is common to validate metamodels by means of confidence interval hypothesis tests. In this ap-
proach, the confidence interval for the prediction is statistically compared to the confidence interval of the 
simulation response. It is understood that for the case of this project, such a comparison is of no practical 
value for the end user or management of the company. The main reason being that management is more 
interested in knowing the probability distribution for the performance measure throughput, rather than the 
confidence interval for the mean (average throughput) at the stationary point. In other words, they were 
more interested in the behavior of the population at the stationary point. It is decided to do the validation 
by comparing the point estimate of the simulation for the responses of interest (throughput, up-time test-
ing machines, utilization packing personnel, and work-in process inventory) vs. the prediction from the 
metamodels. The decision criteria for validation purposes are the same percentages used for estimating 
the number of simulation replicates at the time of doing the sensitivity analysis. These criteria are of prac-
tical value since they represent the allowable error for each performance measure given by the manage-
ment of the company. It is understood that this validation approach is of common sense for management, 
thus gaining confidence on the results of the study.  

In order to calculate the point estimate for the performance measures or simulation responses of inter-
est, 1000 replicates are run for each validation scenario. Since 1 replicate is equivalent to a month worth 
of production, then 1000 replicates are equivalent to 83.3 years; from the point of view of the manufactur-
ing life for this product, such amount of replicates are understood to be representative of the population. 
Statistically speaking, the confidence interval for each simulation response of interest is small enough to 
consider the simulation averages as the point estimates at the steady state. Table 2 presents the results for 
each validation run or scenario, and Table 3 presents the accuracy (error %) of the metamodels vs. the si-
mulation outputs or responses. Note that the error for each of the output variables of interest is less than 
the allowable error. 

For subject (2), the optimization tool is run with two scenarios presented in Table 4. Scenario #1 
represents the limit for the 3 testing machines experimental region (in terms of yield and testing process 
time). Scenario #2 is the limit for 4 testing machines. In the case of scenario #1, the expectation is for the 
optimization tool not to find a feasible solution with the optimization model for 3 testing machines, but 
with the optimization model for 4 testing machines. This guarantees that for any combination of yield and 
testing process time feasible for 3 testing machines, the optimum is contained within the experimental re-
gion, at least within the limits provided for the yield and testing process time. The same being true for 
scenario #2 and 4 testing machines, but in this case, the feasible solution is lying within 5 testing ma-
chines optimization model. This approach is valid because the combination of 90% yield, 70% of the test-
ing process time, and 48.5% of the inter-arrival time, was a common point or the starting point for the de-

Scenario # 
Input Output 

Yield (%) Testing Proc. Time (%) Optimization Model 

1 90 70 3 Testing Machines 

2 81.3 85 4 Testing Machines 

3 72.6 100 5 Testing Machines 
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velopment of the three experimental regions. In other words, the region for 3 testing machines is con-
tained within the region for 4 testing machines, which in turn is contained within the region for 5 testing 
machines. 

Table 2 Optimization tool and simulation results for validation purposes 
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1 3 TM 90.0 70.0 0.465 1096.2 94.5 19.7 N/A 1090.4 94.3 18.6 N/A 

2 4 TM 81.3 85.0 0.450 1021.2 86.7 13.7 N/A 1019.7 86.4 13.7 N/A 

3 5 TM 72.6 100.0 0.405 1016 N/A 15.5 77.6 1013.7 N/A 14.3 77.4 
 

Table 3 Accuracy (error %) of the metamodel vs. the simulation 

Scen. # Opt. Model 

% Error 

Through.  Up-time Testing Mach. WIP Util. Pack. Pers.  

1 3 TM 0.53% 0.21% 5.58% N/A 

2 4 TM 0.15% 0.35% 0.00% N/A 

3 5 TM 0.23% N/A 7.74% 0.26% 
Allowable Error 2.50% 1.00% 10.00% 1.00% 
   

 

Table 4 Validation Scenarios for the experimental regions 

Scenario 
#

Input Output 
Yield 
(%) 

Testing Proc. Time 
(%) No Feasible Solution Feasible Solution 

1 85 75 3 Testing Machines 4 Testing Machines 

2 81.3 85 4 Testing Machines 5 Testing machines 

 
Table 5 shows that scenario #1 has no feasible solution for 3 testing machines; instead, a feasible so-

lution is obtained for 4 testing machines. Table 6 shows that scenario #2 has no feasible solution for 4 
testing machines; instead, a feasible solution is obtained for 5 testing machines. For validation purposes, 
these are the expected results. 

The conclusion from tables 5 and 6 is that the experimental region (in terms of the yield and testing 
process time factors) for a particular number of testing machines, has the capability to contain the opti-
mum for a particular combination of yield and testing process time if in reality there is a feasible solution 
within that particular number of testing machines.  Validating the experimental region guarantees the 
right selection of the number of testing machines required for a particular combination of yield and testing 
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time factors. It also shows the validity of the Generalized Reduced Gradient method as well as the useful-
ness of Microsoft Excel Solver for the optimization stage of this simulation study.  

 

Table 5 Scenario #1 � Experimental region 

Measure Constraints 
Optimization Tool 

3 Testing Machines 4 Testing Machines 

Throughput >= 1000 1000.0 1063.7 

Up-time Test. 
Mach. <= 95% 96.7 77.6 

WIP <= 22 24.6 12.6 

 

Table 6 Scenario #2 � Experimental region 

Measure Constraints 
Optimization Tool 

4 Testing Machines 5 Testing Machines 

Throughput >= 1000 971.4 1113.1 

Up-time Test. 
Mach. <= 95% 96.6 N/A 

WIP <= 22 27.8 16.1 

Util. Pack. 
Pers. <= 85% N/A 85.0 

5 CONCLUSIONS 

The objective of the study was to provide the end user with a tool that allows him/her to understand the 
behavior of the system for the whole spectrum of alternatives or possibilities as defined by the yield and 
testing process time. The scenario studied was complex in nature based on the relationship between the 
input parameters and the multiple interrelated output variables, several restrictions or constraints imposed 
on the system, the uncertainty related  to the yield and testing process time, and the fact that there are both 
continuous and discrete input parameters.  

The methodology followed proved to be crucial for the 	�������������������������������avior. It can 
be summarized as follows: 1)  using sensitivity analysis and a series of sequential experiments with the 
objective of simplifying the complexity of the problem and identifying input parameters worthy of being 
considered for further experimentation and their respective experimental levels; 2) using experimental de-
sign for metamodeling purposes, and 3) developing an optimization tool with practical use for this appli-
cation.      

The optimization problem was of the smooth non-linear type requiring the use of the Generalized Re-
duced Gradient algorithm. The optimization tool was developed using Microsoft Excel Solver and Visual 
Basic for Application mainly because the standard Microsoft Excel Solver has the capability to implement 
the GRG by means of the GRG2 code, and the availability and practicability to the end user.  
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It is important to mention that there was a trade-off between understanding the behavior of all possi-

ble combinations for the critical factors and the cost of developing such a tool. In the case of this study, it 
was relatively easy since the problem was already reduced to three quantitative critical factors (yield, test-
ing process time, and inter-arrival time) for each number of testing machines. Note that as the number of 
factors increases, defining the experimental region becomes more difficult. In addition, the experimental 
region may tend not to fit a quadratic model, which complicates the analysis even further. 

The complexity of this project was reduced by setting the throughput goal around 3000 units per 
month (1000 per shift). However, considering the throughput as uncertain adds on the complexity of the 
analysis since practically no input parameter could be set to a fix value. Solving such a system is worth 
trying from the academic point of view.   
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