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THE INFLUENCE OF CORRELATION FUNCTIONS ON STOCHASTIC KRIGING
METAMODELS

Wei Xie
Barry Nelson
Jeremy Staum

Department of Industrial Engineering and Management Sciences
Northwestern University

Evanston, IL 60208-3119, U.S.A.

ABSTRACT

The correlation function plays a critical role in both kriging and stochastic kriging metamodels. This
paper will compare various correlation functions in both spatial and frequency domains, and analyze
the influence of the choice of correlation function on prediction accuracy by experimenting with three
tractable examples with differentiable and non-differentiable response surfaces: the M/M/1 queue,
multi-product M/G/1 queue and 3-station Jackson network. The twice or higher-order continuously
differentiable correlation functions demonstrate a promising capability to fit both differentiable and
non-differentiable multi-dimensional response surfaces.

1 INTRODUCTION

The kriging metamodeling method has found wide application in various fields. It is an interpolation
approach used to predict the values at unobserved locations based on the observations from nearby
locations. The prediction is a weighted average that gives greater weight to nearby observations.

Kriging was introduced by Sacks et al. (1989) to fit a global predictor to deterministic computer
generated data. To account for the uncertainty in the unknown response surface, kriging treats the
deterministic response as an observation of a random field. A kriging metamodel includes two parts,
a regression model used to represent the large-scale trend, and a stationary random field used to
represent the local behavior or deviation from the trend. Sacks et al. (1989) and Currin et al. (1991)
demonstrated that kriging can be successfully used for the design and analysis of deterministic computer
experiments.

The use of kriging in stochastic simulation was first mentioned by Mitchell and Morris (1992),
with deeper study by van Beers and Kleijnen (2003). Differing from computer experiments with
deterministic outputs, the outputs from stochastic simulation include sampling variability, and this
variability often changes significantly across the design space. To meet the specific requirement of
stochastic simulation, stochastic kriging (SK) was introduced by Ankenman et al. (). SK distinguishes
the uncertainty about the response surface from the intrinsic variance inherent in stochastic simulation
output. SK is a smoothing method whereas kriging is an interpolation method. Compared with the
classical kriging method, SK provides a framework that can be used to effectively allocate computational
effort, and it may provide better prediction of the response surface.

In both kriging and SK, choosing the correlation function of the random field plays a critical role.
The choice of correlation function is usually based on considerations of the differentiability of the
response surface because the sample paths of the random field inherit their differentiability from the
correlation function (Santner et al. 2003). Further, in SK the extent of the smoothing due to intrinsic
variance also depends on the type of correlation function used. In this paper, we will concentrate on
comparing and analyzing the effect of commonly used correlation functions on SK in both the spatial
and frequency domains.

In the next section we briefly describe the SK method, and demonstrate the importance of correlation
function and intrinsic variance on the weight distribution for prediction in both the spatial and frequency
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domains. The detailed analysis of various correlation functions is presented in Section 3. We briefly
summarize the results of our empirical analysis in Section 4 before presenting details from three
tractable examples—the M/M/1 queue, multi-product M/G/1 queue, and 3-station Jackson network—
to illustrate the importance of choosing the correlation function in SK for fitting differentiable and
non-differentiable response surfaces.

2 MODELING AND PREDICTION

Stochastic kriging treats the response surface as a realization of a random field Y with multivariate
normal distribution. The stochastic simulation output on replication j at design point x is represented
as

Yj(x) = f(x)T β + M(x) + ǫj(x). (1)

The design variable x = (x1, . . . , xd) is interpreted as a location in space. According to Equation (1),
the variation of the response surface is divided into three uncorrelated parts: trend model, extrinsic
and intrinsic uncertainties. The vector of basis functions in the trend model is represented by f(x)T =
(f1(x), f2(x), . . . , fq(x)). The trend model f(x)T β is used to capture the large-scale variation. The
extrinsic uncertainty is modeled by a second-order stationary Gaussian random field M , which accounts
for the local spatial dependence. The intrinsic uncertainty ǫ is the sampling variance inherent in the
stochastic simulation. The sampling variances at different x’s are independent if—as assumed here—
common random numbers are not employed. The surface we try to predict is f(x)T β + M(x). In
the following study, only constant trend β0 is considered, so f(x)T β = β0.

To generate the global predictor, we choose k design points (x1, . . . ,xk), then run simulations
at each design point to obtain the observations. The number of replications at xi is ni, the sample
mean of the simulation output at xi is Y (xi) = n−1

i

∑ni

j=1 Yj(xi), and the vector of sample means

at all design points is Y
⊤

= (Y (x1), Y (x2), ..., Y (xk)). As the outputs from stochastic simulation
include sampling variability, let σ2(x) = Var[ǫ(x)]. The diagonal matrix C of intrinsic variance has
ith element σ2(xi)/ni; kriging assumes C = 0, which is appropriate for deterministic computer
experiments.

Let Σ(x,x′) = Cov(M(x),M(x′)) be the covariance implied by the extrinsic spatial correlation
model, let Σ represent the k × k covariance matrix across all design points and let Σ(x, ·) be the
1 × k covariance vector between prediction point x and all design points x1, . . . ,xk. The optimal
mean squared error (MSE) linear predictor is (Ankenman et al. )

Ŷ (x) = β0 + Σ(x, ·)[Σ + C]−1(Y − β0 · 1k×1) (2)

when β0 and the correlation structure are known. In practice, we use maximum likelihood estimates
(MLEs) of the parameters for prediction. A parametric form of the spatial covariance of M(x) is often
assumed with Σ(x,x′) = τ 2R(x − x

′|θ), where R represents the correlation function and τ 2 is the
variance. For simplification, the product form of R is used for studying multi-dimensional problems
with dimensionality d: R(h|θ) =

∏d
j=1 R(hj|θj).

Using SK involves the following main steps:

1. Choose the correlation function R(x|θ), design points xi and number of replications ni, i =
1, 2, . . . , k.

2. For each design point i, estimate σ2(xi) from ni replications to obtain the intrinsic variance
estimate Ĉ. For kriging, Ĉ = 0.

3. Calculate the MLEs θ̂, β̂0, τ̂ 2 conditional on Ĉ.
4. Make predictions using Equation (2).

Our SK software is available at www.stochastickriging.net.
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Figure 1: Frequency spectrums of weights and observations.

Viewed in the natural spatial domain of x, the prediction at x is a weighted sum of observations.
Equation (2) can be rewritten as

Ŷ (x) − β0 =
k∑

i=1

Wi(x)(Y (xi) − β0) (3)

where W (x) = Σ(x, ·)[Σ+C]−1. By using the Fourier transformation (Oppenheim et al. 2005), this
weighted sum in the spatial domain can also be represented as the pointwise product in the frequency
domain. The corresponding relation in the frequency domain is

Ỹ (f) = X̃(f)W̃ (f) (4)

where Ỹ (f) represents the frequency spectrum of prediction Ŷ (x) − β0, while X̃(f) and W̃ (f)
represent the frequency spectrums of observations Y − β0 · 1k×1 and the weight distribution W (x),
respectively.

The weight W is also called a filter. Its frequency spectrum W̃ (f) determines which frequency
band information in the observations X̃(f) can be passed to the prediction. The true response surfaces
we consider are often differentiable, or at least change slowly, which is referred to as low-frequency
information. High frequency noise is random and unstructured. The existence of sampling variance
makes the observations differ from the true surface. Thus, the observations include both the low-
frequency information from the true response surface and the high-frequency noise generated by the
sampling variance. Therefore, we prefer the frequency spectrum of the weights to be a low-pass filter
with a narrow transition from passing band to stopping band as shown in Figure 1. This kind of filter
can effectively pass the low-frequency information from observations to the prediction and stop the
high-frequency noise generated by sampling variance.

This frequency-domain analysis can be made rigorous when the design points are evenly distributed
in the design space, but provides useful insight more generally. The maximum frequency information
that can be extracted from the response surface is fs/2 (Oppenheim et al. 2005) where the spatial
sampling frequency fs is proportional to the number of design points. In Figure 1, the horizontal
frequency axis is normalized byfs. The frequency around±0.5corresponds to the high-frequency band,
and the frequency information around the origin corresponds to the low-frequency band. Furthermore,
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Figure 2: Correlation functions (left) and associated power spectrums (right).

as the number of design points increases and the frequency range becomes larger, the normalized
frequency spectrum of both the data and the weights will shrink toward the origin.

3 CORRELATION FUNCTION ANALYSIS

In this section we will concentrate on analyzing various commonly used correlation functions including
triangular, exponential, Gaussian, cubic and Matérn. For simplification, we only consider one-
dimensional x in this section.

For the stationarystochasticprocessM , thecorrelation functionR(h|θ) = Cov[M(x),M(x + h)]/τ 2

measures the dependence between M(x) and M(x + h). In the spatial domain, the correlation func-
tion provides information about the spatial dependence and differentiability of sample paths of the
random field (Santner et al. 2003), which can be observed by rewriting Equation (2) as

Ŷ (x) = β0 +
k∑

i=1

biR(x − xi|θ) (5)

where b = τ 2[Σ + C]−1(Y − β0 · 1k×1). Only the correlation function depends on x, and thus the
differentiability of the metamodel is inherited from the correlation function. As the prediction point
moves closer to any design point xi, the behavior of Ŷ (x) depends on the shape of the correlation
function at the origin, especially the order of differentiability or the slope at the origin. As noted by
Santner et al. (2003), the properties of the correlation function around the origin also determine the
differentiability of the sample paths of the stationary process M . If the 2kth-order partial derivative
of the correlation function exists and is finite at the origin, then the kth-order partial derivative of the
sample path exists.

Based on the behavior around the origin, the correlation functions can be divided into two groups
as shown in Figure 2. The triangular and exponential correlation functions with the linear behavior
1−R(h|θ) = O(h)are not differentiable at the origin. Thus, the sample paths generated by the triangular
and exponential functions are continuous but not differentiable. The cubic and Gaussian functions
with quadratic behavior 1−R(h|θ) = O(h2) are twice or higher-order continuously differentiable at
the origin, so the sample paths they generate are continuously differentiable. The shape of the Matérn
correlation function changes when the value of its smoothness parameter ν changes. When ν is large,
the shape of the Matérn correlation function is close to the Gaussian function; when ν is near 1, it is
close to the exponential function.

The correlation functions can also be divided into two groups based on their support. The triangular
and cubic correlation functions have bounded support and the range depends on the value of θ. Points
located outside this range have no influence on the prediction. Thus, the covariance matrix Σ generated
by the triangular or cubic function is sparse. The exponential and Gaussian functions have unbounded
support; thus, the covariance matrix they generate is dense, increasing the computational complexity
of matrix inversion relative to the bounded correlation functions.
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The triangular correlation function,

R(h|θ) =

{
1 − θ|h|, |h| < 1/|θ|
0, otherwise

is unrealistic for many physical processes, according to Stein (1999), because its power spectrum
does not monotonically decrease as the frequency increases (see the right side of Figure 2). Thus,
the triangular correlation function is not included in our empirical study.

The power spectrum of the exponential correlation function, R(h|θ) = e−θ|h|, decays quickly near
the origin but is still non-zero even at high frequencies (±0.5), which explains the rough (bumpy)
metamodels generated by the exponential correlation function.

The cubic correlation function,

R(h|θ) =






1 − 6
(

h
θ

)2
+ 6

(
|h|
θ

)3

, |h| ≤ θ
2

2
(
1 − |h|

θ

)3

, θ
2

< |h| ≤ θ

0, θ < |h|

is twice continuously differentiable with bounded support. Its power spectrum has slow decay rate
around the origin, leading to a smoother metamodel.

The Gaussian correlation function, R(h|θ) = e−θh2

, is infinitely differentiable with light tails. Its
power spectrum has slow decay rate around the origin.

The Matérn correlation function

R(h|θ, ν) =
1

Γ(ν)2ν−1

(
2
√

ν|h|
θ

)ν

Kν

(
2
√

ν|h|
θ

)

where Kν is the modified Bessel function of order ν, includes both scale parameter θ and smoothness
parameterν. The degree of smoothness can be estimated, so the Matérn correlation function can provide
more flexibility to fit the data. However, estimating more parameters requires more computation.

4 EMPIRICAL EVALUATION

We summarize the results obtained by studying three tractable test examples, the M/M/1 queue, multi-
product M/G/1 queue and 3-station Jackson network, then present details. SK with the Gaussian
correlation function is the best performer once the number of design points and the number of
replications are large enough. This is even true for the 3-station Jackson network which has non-
differentiable points on the response surface. When the number of design points is too small for good
prediction, then the exponential correlation function may do better than Gaussian. We find Gaussian
best, cubic next and exponential worst in these examples. For the Matérn correlation function, when
the number of design points is relatively small its performance is close to the exponential function;
when the number of design points is large enough its performance is close to the Gaussian function.

4.1 M/M/1 Queue

In this example the response is the expected waiting time prior to service for an M/M/1 queue as a
function of the utilization x. Let λ be the arrival rate and µ the service rate. Then, x = λ/µ, and the
response surface is y(x) = x/(µ(1 − x)). We will set λ = 1 which means x = 1/µ.

Our experiment design uniformly fills the design space of x, [0.5, 0.9], and fixes the number
of customers simulated per replication at all design points to be equal. Whitt (1989) showed that
the asymptotic variance of the mean of ℓ successive customer waiting times in an M/M/1 queue
is σ2

W ≡ limℓ→∞ ℓVar(W ) ≈ 4x/(1 − x)4 for x close to 1. To obtain approximately constant
intrinsic variance over the whole design space, we make the number of replications at design point
xi proportional to the asymptotic standard deviation, ni ∝

√
4xi/(1 − xi)4.

The total computational budget is B =
∑k

i=1 ni; let n = B/k denote the average number of
replications per design point. For a fixed computational budget, we systematically change the number
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Figure 3: M/M/1 experiments.

of design points and the number of replications at each design point to examine the influence of
experimental design, correlation function and intrinsic variance on the quality of the metamodel. The
number of prediction points is K = 1000, the number of customers per replication is 1000, and the
number of macro-replications is 300 in these experiments. We initialize M/M/1 queueing models in
steady state.

To compare different experiment designs and the effect of various correlation functions, the root
average relative MSE (RARMSE) is used as the criterion to summarize the quality of the metamodel;
we estimate it by

RARMSE =

√√√√ 1

K

K∑

j=1

bias2
j + S2

j

y(xj)
(6)

where y(xj) is the true response value, ¯̂
Y (xj) and S2

j are the sample mean and sample variance of

predictions over macro-replications at prediction point xj , and biasj =
¯̂
Y (xj) − y(xj).

4.1.1 Results

Table 1 shows the RARMSE for the cases in Figure 3 using various correlation functions. In the
table, ‘K-exp’ represents the fitting quality of kriging with the exponential correlation function. We
include kriging to assess the importance of modeling intrinsic variance in SK. Since kriging using
Gaussian, cubic and Matérn correlation functions encounters singularity problems when the number
of design points increases, we only report kriging results from the exponential correlation function.

Each row in Table 1 gives the results with fixed total computational budget B, and each column
gives the results with fixed average number of replications, n. For the fixed n, when we increase
the number of design points and computational budget, the average relative root MSE decreases as
shown in Table 1. This means that when the average number of replications is fixed, increasing the
number of design points can extract more information and prediction accuracy is improved.

Kriging results are always at least a little bit worse than results using SK. For SK, when the number
of design points is large enough, the behaviors of Gaussian and Matérn correlation functions are the
best, and they are very close to each other. The cubic function is next. The exponential function is the
worst of the four correlation functions. As anticipated, the Matérn correlation function demonstrates
flexibility, with performance close to the exponential correlation function when the number of design
points is small, and close to the Gaussian correlation function when the number of design points is
larger.
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Table 1: Root average relative MSE for M/M/1 experiments.

Budget B=240 k = 4 k = 6 k = 12
n = 60 n = 40 n = 20

K-exp 1.879 0.152 0.070
SK-exp 1.851 0.146 0.068
SK-gau 0.438 0.162 0.070
SK-cub 0.499 0.175 0.079

SK-Matern 0.605 0.141 0.070

Budget B=480 k = 6 k = 12 k = 24
n = 60 n = 40 n = 20

K-exp 0.146 0.055 0.060
SK-exp 0.144 0.053 0.058
SK-gau 0.161 0.054 0.051
SK-cub 0.174 0.066 0.059

SK-Matern 0.141 0.054 0.051

Budget B=960 k = 16 k = 24 k = 48
n = 60 n = 40 n = 20

K-exp 0.039 0.044 0.058
SK-exp 0.038 0.043 0.054
SK-gau 0.037 0.037 0.042
SK-cub 0.045 0.046 0.049

SK-Matern 0.037 0.038 0.043

Budget B=1920 k = 32 k = 48 k = 96
n = 60 n = 40 n = 20

K-exp 0.036 0.042 0.058
SK-exp 0.035 0.040 0.049
SK-gau 0.029 0.030 0.036
SK-cub 0.036 0.037 0.041

SK-Matern 0.029 0.030 0.037

4.1.2 Weight Distribution and Reversion Analysis

This section aims to explain the observed performance of different correlation functions.
Recall that the weights on observations at design points are W (x) = Σ̂(x, ·)[Σ̂ + Ĉ]−1 for SK

and W (x) = Σ̂(x, ·)Σ̂−1 for kriging. For kriging, when the prediction point is a design point, the
weight on the response at that design point is one and the weights on the other design points are zero.
When the prediction point moves away from a design point, a higher percentage of total prediction
weight is assigned to the overall mean β̂0. In SK the weights do not always sum to one even when the
prediction point is a design point, but the same basic shift in weight toward the overall mean when
moving away from a design point still occurs.

We numerically analyzed the influence of correlation structure on the weight distribution for
Case 11. Figure 4 (left) shows the weight distributions W (x) for various correlation functions for the
prediction point x = 1.550. For kriging using the exponential correlation function, almost all of the
weight is distributed to the neighboring two design points. This result agrees well with the screening
effect mentioned by Cressie (1993). As we account for intrinsic variance by using SK, the screening
effect becomes weaker and more weight is assigned to distant responses. For SK with the exponential
function, we observe that the weight is slightly more spread out, and that all weights are positive and
their sum is close to one. Using Gaussian, cubic and Matérn correlation functions even more distant
design points have influence on the prediction and negative weights can be observed.

If the weights sum to less than one, then it means that a portion of the total prediction weight is
assigned to the mean β̂0. Thus, the residual weight Wr(x) = 1 −

∑k
i=1 Wi(x) measures reversion

to the mean, and therefore also how much information is available from neighboring design points.
Figure 4 (right) shows Wr as a function of the service rate 1/x. The interesting behavior is on the
left, which corresponds to heavy load on the queue and high intrinsic variance: the reversion is most
substantial for the Gaussian, cubic and Matérn correlation functions, which leads to prediction bias.
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Figure 4: Left: For Case 11 (k = 48, n = 40), weight distribution W (x) for prediction point x = 1.550 (which is
between two design points). Right: Residual sum of weights over design points.

Figure 5: Frequency spectrums of observations and weight distributions at x = 1.550. from exponential and Gaussian
correlation functions for Case 5 (left; k = 12, n = 40) and Case 11 (center; k = 48, n = 40) when the prediction
point is between two design points. Frequency spectrums of observations and weight distributions at x = 1.559 from
exponential and Gaussian correlation functions for Case 11 (right; k = 48, n = 40) when the prediction point a design
point.

Next we will analyze the weight distribution in the frequency domain. The weights can be
considered as a filter applied to observations as shown in Equation (4). To avoid the boundary effect,
we consider a prediction point that is near the middle of the design space. By applying the Fourier
transform to the average weights over macro-replications, the frequency spectrum of expected weights
can be estimated. The weight distribution changes when the location of the prediction point relative to
the design points varies. Two locations will be considered: The prediction point is centered between
two design points, and the prediction point is a design point.

When the prediction point is located between design points, the frequency spectrums of observations
X̃(f) and the weights W̃ (f) are as shown in Figure 5 (left and center) for cases with k = 12 and
k = 48, respectively. The horizontal axis is the normalized frequency related to the sampling
frequency. Notice the sampling frequencies of these cases are different. The vertical axis is the
normalized frequency spectrum amplitude. The dashed line represents the frequency spectrum of
observations. As the number of design points increases, the sampling frequency also increases. Thus,
compared to Figure 5 (left), the frequency spectrum in Figure 5 (center) is observed to proportionally
shrink toward the origin. With more design points, a wider band of information can be extracted.
In addition, as the sampling frequency increases, the spectrum amplitude gradually decreases. The
heavy tails in the frequency spectrum of the observations mainly come from the high-frequency noise
generated by the intrinsic variance.

From the figures, we observe that the weights generated by the Gaussian correlation function
are similar to a good low-pass filter with a narrow transition band. Thus, the Gaussian correlation
function can effectively pass the low-frequency information from the observations to the predictions
and stop the high-frequency noise generated by intrinsic variance.
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Compared to the results obtained by the Gaussian correlation function, the frequency spectrum of
the weights generated by the exponential correlation function has a wide transition band. Therefore, it
can not as effectively filter out the high-frequency noise in the observations. However, if the number
of design points is small, which means the sampling frequency is small, then the observations do
not provide enough resolution for the Gaussian correlation function to separate the low frequency
response surface signal from the high frequency stochastic noise. To capture the response surface
it is best to attribute more of the observation information to the surface and less to the noise. The
exponential correlation function, which passes a wider band of information, does this better than
the Gaussian correlation function. This explains why SK with the exponential correlation function
performs better then the Gaussian correlation function when the number of design points is small
in Table 1. However, when the number of design points is large enough, the Gaussian correlation
function can effectively pass the low-frequency information of interest and stop the high-frequency
noise, so it delivers better predictions than the exponential correlation function.

As the position of the prediction point relative to the design points varies, the weight distribution
also changes. When the prediction point moves closer to a design point, the frequency spectrum
of weights from the exponential function passes more high-frequency information contained in the
observations (compare Figures 5 center and right). This agrees well with the conclusion obtained
in the spatial domain. When using the Gaussian correlation function, the frequency spectrum of the
weights does not change much as the prediction point moves closer to design points.

4.2 Multi-product M/G/1 Queue

The M/M/1 queue example has a one-dimensional differentiable response surface. To test SK on
multi-dimensional differentiable response surfaces, we will analyze the results for a multi-product
M/G/1 queue.

In the multi-product M/G/1 queue the arrivals include different types of products which have
different service-time requirements. The interarrival time and service time for each product have
exponential distributions. In this example, the response is the expected waiting time prior to service
as a function of system utilization ρ and product mix. Let λ be the total arrival rate. There are d types
of products, and the fraction of product i is αi. Thus, the design variable is x = (ρ, α1, α2, . . . , αd).
The mean service time for product i is set as τi = i. Let τ ≡

∑k
i=1 αiτi and τ̃ 2 ≡

∑k
i=1 αiτ

2
i . The

steady state expected waiting time is

E(WQ) =
λ

∑d
i=1 αiτ

2
i

1 − λ
∑d

i=1 αiτi

=
ρτ̃ 2

(1 − ρ)τ
.

The response surface for the multi-product M/G/1 queue is multi-dimensional and differentiable.
The dimensionality can easily be controlled by changing the number of products. Notice dramatically
different service times for different kinds of products give rise to much higher variability across the
response surface compared with the M/M/1 queue.

4.2.1 Experiment Design

The uniform mixture design (Borkowski and Piepel 2009) is used to generate design points which
are expected to uniformly cover the experimental region. To generate the prediction points, we
first generate random uniform distributed number theoretic (NT) net points in a hypercube. Then,
a transformation (Borkowski and Piepel 2009) is applied to map each NT net point into the design
space to obtain prediction points.

When we simulate the multi-product M/G/1 queue, we fix the number of replications at each
design point and use the formula obtained by Whitt (1989) based on a heavy-traffic approximation
to plan the simulation run length to reach constant relative precision at all design points.

Here, we analyze the example with three types of products. We found similar behavior for examples
with up to eight products. The range of utilization is ρ from 0.5 to 0.9; the number of design points
is k = 301; the number of prediction points is K = 2000; and the number of replications at each
design point is n = 10. We start the multi-product M/G/1 queueing model in steady state.
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Figure 6: Metamodels for the expected waiting time in multi-product M/G/1 queue.

4.2.2 Results

One slice through the response surfaces can be obtained by fixing α2 : α3 = 1 : 3 and x = 0.85.
Metamodels generated from the same output using exponential, cubic and Gaussian correlation
functions are shown in Figure 6. In both panels, the horizontal axis represents the percentage of
product 1, the vertical axis represents the average waiting time in the M/G/1 queue, and the solid line
is the true value.

We first discuss the left panel, which shows the kriging and SK metamodels generated with the
exponential correlation function. Notice that both wiggle and look noisy, which is explained by the
quick decay near the origin and heavy tails in the power spectrum of the exponential correlation
function (Figure 2). However, there are more obvious oscillations in the metamodel from kriging
than from SK, which is because kriging does not smooth based on the intrinsic variance as SK does.

Looking at the right panel, metamodels obtained with the Gaussian and cubic correlation functions
are very close to each other. Compared with results using the exponential function, the metamodels
are much smoother and more accurate.

4.3 3-Station Jackson Network

For the differentiable response surfaces from the M/M/1 queue and multi-product M/G/1 queue, the
Gaussian correlation function demonstrates better performance. Can it also provide a high quality
metamodel for a non-differentiable response surface? To answer that question, a 3-station Jackson
network with stochastic routing will be examined.

In the 3-station Jackson network both interarrival time and service time have exponential distri-
butions. Let λ represent the total arrival rate to the system, and αi represent the fraction of product
i, i = 1, 2, 3. Suppose all products require the same service rate at station j represented by µj . Let ρ
be the utilization of the bottleneck (BN) station, that is the station that has the maximum utilization.
The design variable is x = (ρ,α1,α2,...,αd), and the response variable is the expected cycle time
(CT) of different products. As the product combination changes, the BN may shift from one station
to another station, which yields a non-differentiable response surface. Thus, the 3-station Jackson
network provides a good test example of a non-differentiable and multi-dimensional response surface.

Let the matrix [δij] represent the expected number of visits to station j by product i. The expected
CT for product i can be calculated as (Yang et al. 2007)

E(CTi) =
3∑

j=1

δij

µj − λ
∑d

m=1 αmδmj

=
3∑

j=1

δij

µj

[
1 − ρ

d
m=1

αmδmj/µj

maxh( d
m=1

αmδmh/µh)

] .
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Figure 7: Metamodels for the expected cycle time for 3-station Jackson network.

4.3.1 Experiment Design

We follow a similar approach to that used in the multi-product M/G/1 queue to generate design and
prediction points. The setting of this experiment is as follows: the range for utilization of the BN
station is ρ from 0.6 to 0.8, the number of design points is k = 201, the number of prediction points is
K = 1000; and the number of replications at each design point is n = 10. We start the 3-station Jackson
network empty and delete the initial transit. The service rate at station j is [µj] = [1, 1.667, 0.667].
The expected number of visits to station j by product i is

[δij] =

[
1.05 0.53 1.13
1 1 1

1.11 0.11 0.61

]
.

To plan the simulation run length at each design point, we first pick the product that has the highest
cycle time variance, which is product 1. For simplification, we ignore the positive correlation between
different stations. Then, based on the selected product, we plan the run length to reach similar relative
precision across the design space using the approach in Whitt (1989).

4.3.2 Results

To make it easy to demonstrate the results, Figure 7 displays one slice of the metamodel from each
correlation function based on the same simulation output, fixing α2 : α3 = 1 : 6 and setting ρ = 0.75.
In both panels, the horizontal axis is the percentage of product 1, and the vertical axis is the expected
cycle time of product 1. There is obvious noise in both metamodels using the exponential correlation
function, although the extent of the noise in the metamodel from SK is a little bit smaller than that
from kriging. The difference between metamodels from kriging and SK using the same correlation
function is due to SK accounting for intrinsic variance. Comparing SK with Gaussian and cubic
correlation functions, the Gaussian function provides an obviously better metamodel than the cubic
function, and both are substantially better than the exponential.

Figure 7 demonstrates the metamodel quality on one slice of the response surface. The prediction
quality using kriging and SK with various correlation functions over the entire space is in Table 2. We
observe that SK provides better predictions than kriging. Comparing results obtained from different
correlation functions, the Gaussian function performs best, and it is followed by the cubic function.
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Table 2: Root average relative squared error (RARSE) for 3-station Jackson network.

RARSE product 1 product 2 product 3
K-exp 0.039 0.038 0.041

SK-exp 0.032 0.031 0.030
SK-gau 0.007 0.006 0.007
SK-cub 0.020 0.016 0.027
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