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ABSTRACT

We summarize some results from an extensive performance comparison of the procedures MSER-5 and N-Skart for
handling the simulation start-up problem. We assume a fixed-length simulation-generated time series from which
point and confidence-interval (CI) estimators of the steady-state mean are sought. MSER-5 uses the data-truncation
point that minimizes the half-length of the usual batch-means CI computed from the truncated data set. N-Skart
uses a randomness test to determine the data-truncation point beyond which spaced batch means are approximately
independent of each other and the simulation’s initial condition; then using truncated nonspaced batch means,
N-Skart exploits separate adjustments to the CI half-length that account for the effects on the distribution of the
underlying Student’s ¢-statistic arising from skewness and autocorrelation of the batch means. In most of the test
problems, N-Skart’s point estimator had smaller bias than that of MSER-5; moreover in all cases, N-Skart’s CI
estimator outperformed that of MSER-5.

1. INTRODUCTION

In many simulation studies, we are interested in estimating the characteristics of a dynamic stochastic system in
steady-state operation. A steady-state (nonterminating) simulation, unlike a finite-horizon (terminating) simulation,
does not have specified starting or stopping conditions. As a result, many steady-state parameters of interest can be
estimated using averages accumulated over simulated time as the time horizon tends to infinity. In the execution of
a steady-state simulation experiment, an arbitrary starting condition is usually chosen; and the simulation is run for
a sufficient number of output responses so as to estimate the long-run average behavior of the system with a level of
accuracy that is adequate for the purposes of the application at hand. Ideally, the starting condition should not affect
the simulation-based statistics. However, in general the starting condition gives rise to a transient in the sequence
of simulation responses that produces biased estimates of the steady-state parameters of interest. The simulation
start-up problem (also known as the initialization-bias problem or the problem of the initial transient) has been
the subject of many studies in the past. In this paper, we compare the performance of two recent procedures for
handling the simulation start-up problem—namely, MSER-5 (White, Cobb, and Spratt 2000; Franklin and White
2008; White and Robinson 2009) and N-Skart (Tafazzoli 2009; Tafazzoli and Wilson 2009; Tafazzoli, Steiger, and
Wilson 2010).

MSER-5 is a variant of the MSER procedure first proposed by White (1997). Given a finite sequence of
simulation-generated observations, MSER-5 first computes batch means from adjacent (nonoverlapping) batches,
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each consisting of five observations; then MSER-5 computes the usual batch-means point and confidence-interval
(CD) estimates for the steady-state mean response in the situation that the batch means are randomly sampled from
a normal distribution whose expected value coincides with the steady-state mean; and finally MSER-5 sequentially
recomputes the batch-means point and CI estimators after deleting progressively more leading batch means until
the half-length of the resulting CI about the grand average of the truncated batch means is minimized, subject to
the constraint that the data-truncation point (that is, the length of the warm-up period) must be less than half the
number of batch means. (If an even smaller CI half-length can be obtained by deleting at least the first half of
the given series of batch means, then the size of the original data set is considered to be too small; and in this
situation MSER-5 fails to deliver an estimator of the steady-state mean.) If MSER-5 successfully determines an
acceptable truncation point, then the final truncated sequence of batch means is considered to be approximately
free of initialization bias; and the corresponding grand average of the truncated batch means is supposed to have
minimal mean squared error as a point estimator of the steady-state mean.

In most steady-state simulation studies, we seek not only a point estimator but also a valid CI estimator of the
steady-state mean (Law 2007); and in this connection, Franklin and White (2008) made the following statement
about MSER-5:

. it optimizes on the objective function we most often care about in simulation studies, the
confidence interval about the mean of a statistic.

Because the operation of MSER-5 is based on examining the behavior of batch-means CI estimators of the steady-state
mean as a function of the truncation point, it is also natural to attempt to build a CI centered on MSER-5’s final
point estimator; and although we have been unable to identify any specific recommendations on how to do this in
the current literature on MSER-5, we adopt the same procedure used by White and Robinson (2009)—namely, we
apply the classical method of nonoverlapping batch means with 20 batches to the truncated data set finally delivered
by MSER-5.

N-Skart (Tafazzoli 2009; Tafazzoli and Wilson 2009; Tafazzoli, Steiger, and Wilson 2010) is a nonsequential
procedure designed to deliver a CI for the steady-state mean of a simulation output process when a single simulation-
generated time series of arbitrary size is supplied by the user, and a required coverage probability for the CI is
specified. N-Skart iteratively applies the randomness test of von Neumann (1941) to spaced batch means to determine
sufficiently large sizes for each batch and its preceding spacer such that beyond the initial spacer (which is taken
to define the data-truncation point), the spaced batch means are approximately independent of each other and the
simulation’s initial condition. Then using truncated, nonspaced batch means, N-Skart makes separate adjustments to
the classical batch-means CI in order to account for the effects on the underlying Student’s z-statistic arising from
skewness and autocorrelation of the batch means. The skewness adjustment is based on a Cornish-Fisher expansion
for the classical batch-means #-statistic, and the autocorrelation adjustment is based on a first-order autoregressive
approximation to the batch-means autocorrelation function. If the sample size is large enough, then N-Skart delivers
a valid CI for the steady-state mean as well as a point estimator that is approximately free of initialization bias. If
the sample size is not large enough to yield acceptable results in the randomness-testing step, then N-Skart issues
a warning message and gives the user options either to stop or to continue anyway with the computation of point
and CI estimators. In this paper, we assume that N-Skart is always used with the latter option so that N-Skart
automatically generates point and CI estimates of the steady-state mean for every data set to which it is applied,
without any intervention by the user.

The rest of this paper is organized as follows. In Section 2 we describe in some detail the versions of MSER-5
and N-Skart that were used in the performance comparison of the two procedures. In Section 3 we describe the
performance measures used in our study to evaluate the point and CI estimators delivered by MSER-5 and N-Skart;
and we summarize the experimental results for a test process consisting of waiting times in the M /M /1 queue
with an empty-and-idle initial condition and a steady-state server utilization of 90%. This paper is based on a
preliminary performance evaluation by Mokashi (2010); and complete results for all test processes used in the final
performance evaluation are presented in Mokashi and Wilson (2010). The slides for the oral presentation of this
article are available online via <www.ise.ncsu.edu/jwilson/files/mokashi-wsclO-pres.pdf>.

972



Mokashi, Tejada, Yousefi, Xu, Wilson, Tafazzoli, and Steiger
2. OVERVIEW OF PROCEDURES TO BE COMPARED
2.1 Overview of MSER-5

MSER-5 (White, Cobb, and Spratt 2000; Franklin and White 2008; White and Robinson 2009) is a modification of
the Marginal Confidence Rule (MCR) or the Marginal Standard Error Rule (MSER) proposed by White (1997). To
deliver an improved simulation-based point estimator of the steady-state mean, MSER and MSER-5 aim at balancing
improved accuracy achieved by reducing the estimator’s bias against the loss of precision (increased variance)
caused by truncating the original data set through deletion of some leading observations. Both MSER and MSER-5
are based on the following rationale: given a time series {X;:i=1,...,N} of simulation-generated responses
having fixed length (sample size) N from which we seek to compute an accurate estimator of the steady-state mean
Uy = lim;, E[X;], we seek to find a data-truncation point beyond which all the remaining observations are typical
of steady-state behavior. For each candidate data-truncation point in the data set, we compute a CI for uy based
on all the observations beyond the truncation point; and we take the half-length of this CI as a measure of the
extent to which all the remaining observations are typical of steady-state behavior, where a smaller CI half-length
indicates closer conformity to steady-state behavior. It follows that the data-truncation truncation point should be
set to minimize the length of the CI for py based on the remaining (truncated) output sequence.

The main differences between MSER and MSER-5 are the following: (a) Whereas MCR works directly with the
individual simulation-generated observations {X;:i=1,...,N}, MSER-5 operates on nonoverlapping batch means
with batch size 5 in order to ensure more stable behavior in the CIs used to determine the truncation point; and (b)
MSER-5 constrains the data-truncation point to be in the first half of the given data set. Therefore, MSERS uses
as its basic data items the batch means with batch size 5,

N gl

Zj XS(j—1)+i for jZl,...,k:LN/SJ,

_!
=5

i=1

where for each real number u the floor function |u] denotes the greatest integer not exceeding u.
If d denotes the data-truncation point (that is, the length of the warm-up period), then the grand average and

sample variance of the truncated batch means {Z;: j=d+1,...,k} are
Z(kd) = —— f Z, and Si(kd) = —— i 12— Z(k,d)]? (1)
) _k_d~,d ] Z\Y _k—d7 ] ) )
Jj=d+1 Jj=d+1

respectively; and the naive 100(1 — )% CI for py based on (1) has the form

SZ (k7d)
Vk—d’
where z;_g /> denotes the 1 — /2 quantile of the standard normal distribution. White, Cobb, and Spratt (2000) do

not recommend using (2) as the final CI estimator for fy; instead they recommend merely using (2) as a device
for determining the optimal truncation point d* as follows:

Z(k.d) £ 21_g) 2)

Sz(k,d
d*= argmin z)_q) z(k,d) ; but if d* = |k/2], then MSER-5 fails because of inadequate sample size. (3)

0<d<|[k/2] Vk—d

Unfortunately when d* = |k/2| so that MSER-5 fails to deliver any estimator of py, White, Cobb, and Spratt
(2000) do not suggest a method for increasing the sample size so that MSER-5 can ultimately deliver the desired
point and CI estimators of iy .

If d* < |k/2] in (3), then MSER-5 delivers the truncated sample mean Z(k,d*) as the final point estimator of
the steady-state mean (y. To compute the associated nominal 100(1 — ¢¢)% CI for py, we follow the approach used
by White and Robinson (2009). To be specific, we apply the classical method of nonoverlapping batch means to the
truncated sequence {Z;: j=d*+1,...,k}, which is now regarded as the “original” (raw, unbatched) observations
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from which we compute
k* =20 “new” batch means with batch size m" = |(k—d*)/k*|.

Therefore the /th new batch mean is computed as

1 m

ZZd*Jr(f*l)m*H for {=1,...,k*;
j=1

Zy(m*,d*) = e

and the corresponding grand average and sample variance of the new batch means are given by
_ k* 1 K _

(1% * 1 72 * 2 (1% *  pk 2 * (1% * 7k 2
Z(k m*,d*) = kf*;Zg(m %) and SL(K*,m",d*) = k*_lz; [z[(m d*) —Z(k*m*,d%)| ",

respectively. In terms of the statistics Z(k,d*) and Sy (k*,m*,d*)), the final 100(1 — ot)% CI for py is

S7(k*,m*,d*)
Vie

where 71_q /5 3«1 denotes the 1 — o /2 quantile of Student’s 7-distribution with k* — 1 degrees of freedom. Although
it is not clear that White and Robinson (2009) recommend the CI estimator (4) for general use in conjunction with
MSER-5, we use (4) at least as a straw man intended to stimulate the development of other CI estimators that
are specifically designed for use with MSER-5. In any case, the CI (4) is consistent with the recommendations of
Schmeiser (1982) on applying the method of nonoverlapping batch means to a data set {Z;: j=d*+1,...,k} that
is a realization of a covariance stationary simulation output process.

Z(k,d*) + tj_qj2p—1 4)

2.2 Overview of N-Skart

The input to N-Skart is a simulation-generated time series {X;:i=1,...,N} of fixed length N, where N > 1,280;
and the user specifies the required coverage probability 1 — o (where 0 < o < 1) for a CI estimator of py based on
the given data set. N-Skart handles the start-up problem by applying the randomness test of von Neumann (1941)
to determine sufficiently large values of the batch size m and spacer size dm (where m > 1 and d > 0) such that
the corresponding k spaced batch means

1 :
Yj(m,d):EZ Xijasn)—tymes for j=1,...0k 6)
i=1

are approximately independent of each other and of the initial condition Xy. Because the spacer preceding the jth
batch of size m consists of the ignored (deleted) observations {X;:i=(j—1)(d+ 1)m+1,...,[j(d+ 1) — 1|m}, we
see that the first spacer (j = 1) consists of the observations {X;:i=1,...,dm} so that the first spaced batch mean
Yi(m,d) =m™! Y™ Xam+i is approximately independent of the initial condition Xo; moreover all the spaced batch
means {Y;(m,d): j=1,...,k} are approximately independent of each other and the initial condition Xy. It follows
that any effects due to initialization bias are limited to the initial spacer {X;:i=1,...,dm}; and this is the reason
why N-Skart uses the initial spacer as the warm-up period so that the first dm observations are deleted (ignored). If
data set size N is not large enough to enable N-Skart to determine sufficiently large values for the spacer size and
batch size such that the spaced batch means pass the randomness test, then N-Skart issues a warning and gives the
user options either to stop or to continue anyway in computing point and CI estimators of .
Beyond the truncation point dm, N-Skart computes K’ truncated, nonspaced batch means with batch size m,

l m

Yj(m) = % ZX(d+j—1)n1+i for ] = 1,. . .,k/,
i=1
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where k' is taken large enough to use as much of the data set {X;:i=1,...,N} as possible; and then N-Skart
computes the sample mean and variance of the truncated, nonspaced batch means,

1 & =
Y(m,k') = k’ ZY and ik’:mz [Yj(m)—Y(m,k')]z,
=1

respectively. Finally N-Skart delivers an asymptotically valid 100(1 — @)% skewness- and autocorrelation-adjusted

CI for py having the form
[Y(m,k’) L)\JAS 4 /K, Y(m,K') — G(R)\/AS? k//k’} ©)

where the skewness adjustments G(L) and G(R) are defined in terms of the function

G(8) = [V1+6B({—B)—1]/(2B) for all real {, where B =B, /(6VK"), (7

and

N approximately unbiased estimator of the marginal skewness of Y;(m) computed from the
By = § k" spaced batch means of the form (5) with batch size m that are separated by spacers
of size at least dm, where k” is taken large enough to use the entire data set of size N

so that skewness-adjustment function G(-) has the arguments

L= t]fOC/Z.,k”fl and R= tO(/Q,k”*l

where for g € (0,1), the quantity 7, denotes the ¢ quantile of Student’s ¢-distribution with v degrees of freedom;
and the correlation adjustment A is computed as

A= [”@(m)} / [“aﬂm)] )

where the standard estimator of the lag-one correlation of the truncated, nonspaced batch means (2.2) is

. 1 k=l m,k' Y (m, K
(pY<m):k’1jZ][J( m) =Y ( );[2/-&-1( m) — Y (m,K')]

m,k’

(Note that in (7), the indicated cube root +/1+68({ — ) is understood to have the same sign as the quantity

1+6B({—B).) The specific methods for computing m, d, k', k”, and ﬂ?m‘k// are explained in Tafazzoli, Steiger,
and Wilson (2010).

3. PERFORMANCE COMPARISON OF N-SKART AND MSER-5

Many different approaches have been proposed to evaluate the effects of initial conditions on the performance of
point and CI estimators for (y. In the preliminary performance evaluation of Mokashi (2010), several test processes
were chosen to be representative of the level of complexity observed in large-scale simulation applications. Some
other test processes were selected that exhibit extreme stochastic behavior, and these cases were used as stress tests
for MSER-5 and N-Skart. Each test process has a steady-state mean iy that either can be obtained analytically or
can be evaluated numerically to a high degree of accuracy; and therefore we could compare the performance of
MSER-5 and N-Skart with respect to the accuracy and reliability of their point and CI estimators of py. In this
article we summarize the results of the final performance evaluation presented in Mokashi and Wilson (2010) for one
test process that is a nearly universal benchmark for evaluating steady-state simulation analysis procedures—namely,
queue waiting times in the M /M /1 queue with an empty-and-idle initial condition and a steady-state server utilization
of 90%.
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3.1 Performance Measures

The effectiveness of MSER-5 and N-Skart in removing the initial transient can be measured in terms of the bias,
variance, and mean squared error of the point estimator of uy delivered by each method. The bias measures
systematic deviation of the point estimator away from the true steady-state mean Ly, while the variance measures
the random variation around the point estimator’s expected value. Truncation methods require considerably smaller
sample sizes to reduce the initial-transient effects in the simulation output compared with other methods for handling
the simulation start-up problem. However, this may result in a significant increase in the variance of the truncated
sample mean. The mean squared error is a standard measure of the accuracy of the truncated sample mean as an
estimator of Uy that combines both the bias and variance of this estimator,

MSE[Y (m,k')] = E[{¥(m,K) — iy }*] = Bias’ [V (m, k') ] + Var[V (m, k)] , @®)
where
Bias[V(m, k)] =E[Y(m,K)] —py and Var[Y(m,K)] =E[{V(m,K)—E[¥(m,K)]}] )

when we are evaluating the performance of the truncated sample mean Y (m,k’) delivered by N-Skart; and equations
similar to (8) and (9) apply to the truncated sample mean Z(k,d*) delivered by MSER-5. We will use the bias,
variance and mean squared error as the main performance measures for comparison of the point estimators of Ly
delivered by MSER-5 and N-Skart.

The effectiveness of the truncation methods in estimating [y can also be measured in terms of the following
properties of CIs computed with each procedure using nominal coverage probabilities (confidence coefficients) of
90% and 95%:

* (I coverage is the probability that the steady-state mean iy falls within the CI;

* (I relative precision is the ratio of the CI half-length to the magnitude of the corresponding point estimator
(usually the CI’s midpoint);

* (I half-length measures the precision of the CI estimator; and

*  Variance of the CI half-length measures the variability of the CI estimator.

In the case of N-Skart, the “half-length” of N-Skart’s CI (6) is taken to be max{|G(L)|,|G(R)|},/AS? ,, /K , the

maximum of the left- and right-hand subintervals of (6) with respect to the point estimator Y (m, k).

In our study, we generated 1,000 replications of each test process; and we compared the performance of MSER-5
and N-Skart for samples of size N = 10,000, 20,000, 50,000 and 200,000. These sample sizes were selected in
an attempt to characterize the performance of MSER-5 and N-Skart in “small,” “medium,” and “large” data sets.
We applied both MSER-5 and N-Skart to the same realizations of each test process to sharpen the performance
comparison of the two procedures. Over 1,000 independent replications of each test process with the four selected
sample sizes, we computed the following average performance measures for N-Skart and MSER-5:

*  Empirical CI coverage probability;

*  Average CI relative precision;

*  Average CI half-length;

*  Variance of the CI half-length;

* Bias of the truncated sample mean;

e Variance of the truncated sample mean; and

*  Mean squared error of the truncated sample mean.

In addition to these performance measures, for each scenario described above we also examined a histogram depicting
the empirical frequency distribution of the truncated sample mean delivered by MSER-5 and N-Skart.

For MSER-5, the above performance measures were conditional given a successful result in applying the
procedure; and therefore the empirical performance measures were averaged over all replications for which MSER-5
successfully delivered point and CI estimators of py. In addition, we reported the “unconditional CI coverage”
delivered by MSER-5, which is the percentage of all 1,000 replications on which MSER-5 delivered a CI that
covered the steady-state mean fiy. This latter statistic is intended to characterize the performance of the CI (4) that
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can be expected on a single application of MSER-5 in practice. For N-Skart, we selected the option to deliver point
and CI estimators of Uy regardless of whether or not the randomness-testing step of the procedure was completed
successfully; and thus the performance measures reported for N-Skart are typical of completely automated use of
the procedure with no intervention by the user. Our method for reporting the performance of MSER-5 and N-Skart
is consistent with all the previously cited papers on both procedures.

3.2 Results for M/M/1 Queue-Waiting-Time Process with Empty Initial Condition and 90% Utilization

In this section we summarize the results obtained in the M/M/1 queue-waiting-time process {X;:i=1,...,N}
in which X; denotes the waiting time in the queue for the ith customer, where N = 10,000, 20,000, 50,000, and
200,000. The interarrival times for the customers are randomly sampled from an exponential distribution with
mean 1/A and corresponding arrival rate of A = 0.9 customers per unit time, and the service times for customers
are randomly sampled from an exponential distribution with mean 1/u and corresponding service rate of p = 1.0
customers per unit time. Thus, the steady-state server utilization for this system is p = A/u =0.9. The system
starts in the empty-and-idle state so that X; = 0 on every replication of the process {X;}. The steady-state expected
waiting time in the queue is puy = p/[u(1 —p)] = 9.0 time units.

The M/M/1 queue-waiting-time process is characterized by a relatively short warm-up period. However, the
process exhibits a pronounced autocorrelation structure, with the autocorrelation function for the waiting time decaying
slowly as the lag increases. Also, the M/M /1 queue waiting times have a steady-state probability distribution which
has a nonzero probability mass at zero and a exponential tail. This results in a slow convergence of the batch means
to the normal distribution with increasing batch size.

Table 1 summarizes the performance of MSER-5 and N-Skart on the selected M/M/1 queue-waiting-time
process. From the results in Table 1, it is evident that the CI properties obtained from N-Skart were better than
those obtained from MSER-5. The CI coverages delivered by N-Skart were close to the corresponding nominal
coverage levels. For smaller sample sizes, N-Skart delivered CI coverages slightly below the nominal level; but
N-Skart also delivered a CI with large relative precision, indicating that a larger sample size was required in order
to have practically useful CIs. For example with the sample size N = 10,000, the nominal 95% ClIs delivered by
N-Skart had an empirical coverage probability of 92.9% and an average relative precision of 57.1%. As the sample
size increased, the CI coverage delivered by N-Skart was close to the nominal coverage level; and in most cases,
the actual coverage was slightly larger than the nominal CI coverage. For example with the sample size N =
200,000, the nominal 95% ClIs delivered by N-Skart had an empirical coverage probability of 96.3% and an average
relative precision of 11.8%. In contrast, the CIs delivered by MSER-5 exhibited empirical CI coverages that were
significantly below the corresponding nominal levels. For example with the sample size N = 10,000, the nominal
95% Cls delivered by MSER-5 had a conditional empirical coverage probability of 75.6%, given that MSER-5
successfully delivered point and CI estimators of Liy; but our estimate of the unconditional probability that MSER-5
will deliver a CI covering the steady-state mean Wy was only 57.1%. For the sample sizes 10,000, 20,000, and
50,000, we concluded that the performance of N-Skart’s CIs was substantially better than that of MSER-5. For the
sample size 200,000, we concluded that both methods delivered acceptable CIs.

With respect to the point estimators of ty delivered by MSER-5 and N-Skart, we observed that for all sample
sizes considered, the point-estimator bias was substantially larger for MSER-5 than for N-Skart. For the sample sizes
10,000 and 20,000, the variance of the point estimator delivered by N-Skart was larger than that for MSER-5. This
suggests that at least on some runs, N-Skart truncated at least half the sample data, while MSER-5 either truncated
less than half the sample data or simply failed to deliver a truncation point. For all sample sizes considered, the
point-estimator bias was an order of magnitude smaller for N-Skart than for MSER-5.

The distributions of the truncated sample means delivered by MSER-5 and N-Skart are depicted in Figures
1-4. For the sample size 10,000, the distribution of MSER-5’s truncated sample mean Z(k,d*) was clearly shifted
to the left of the steady-state mean [lLy.

4. CONCLUSIONS AND RECOMMENDATIONS
4.1 Conclusions

Considering the results delivered by N-Skart for all the test processes, we observed that N-Skart delivered estimates
of the steady-state mean whose values were usually centered close to the steady-state mean, as is evident from
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Table 1: Performance of MSER-5 and N-Skart in the M /M /1 queue-waiting-time
process with 90% server utilization and empty-and-idle initial condition.

Results for MSER-5 Algorithm (1)-(4)

Confidence-Interval Properties Overall Sample Size N
1—o Empirical Perf. Meas.7 | 10,000 20,000 50,000 200,000

Uncond. CI coverage | 48.70%  60.60% 73.40% 83.10%
CI coverage 68.59%  77.89% 84.76% 88.31%
90% Avg. rel. prec. 27.03%  21.78% 14.96% 7.84%
Avg. CI half-length 2.17943 1.8689 1.3173 0.70474
Var. CI half-length 1.1235  0.75447  0.26442 0.040649

Uncond. CI coverage | 53.70%  66.70% 76.80% 88.90%
CI Coverage 75.63%  85.73% 88.68% 94.47%
95% Avg. rel. prec. 32.72%  26.36% 18.12% 9.49%
Avg. CI half-length 2.63825  2.2623 1.5947 0.85311
Var. CI half-length 1.6464 1.1056 0.38748 0.059567

Empirical Point-Estimator Overall Sample Size N
Performance Measures 10,000 20,000 50,000 200,000
Trunc. Sample Mean 8.1049 8.5383 8.7597 8.9563
MSE 3.2678 1.5966 0.69154 0.17049
Variance 2.4665 1.3834 0.63378 0.16858
|Bias| 0.89514 0.46171  0.24035 0.043725
# Failures in 1,000 Runs 290 222 134 59

tUnconditional CI coverage is averaged over all 1,000 runs; all other empirical
performance measures for MSER-5 are conditional given success of the procedure
and thus are averaged over all successful runs of MSER-5.

Results for N-Skart Algorithm (5)—(7)

Confidence-Interval Properties Overall Sample Size N

1—a  Empirical Perf. Meas. 10,000 20,000 50,000 200,000
CI coverage 87.70%  91.80% 92.50% 92.10%

90% Avg. rel. prec. 43.07%  32.50% 20.71% 9.51%

Avg. CI half-length 4.0592 3.0394 1.8932 0.86168
Var. CI half-length 10.350 9.2895 1.4728 0.074006

CI Coverage 92.90%  95.70% 95.50% 96.30%
95% Avg. rel. prec. 57.05%  42.81% 26.93% 11.75%
Avg. CI half-length 5.3664 4.0040 2.4653 1.0655
Var. CI half-length 19.244 17.733 3.1065 0.18158

Empirical Point-Estimator Overall Sample Size N
Performance Measures 10,000 20,000 50,000 200,000
Trunc. Sample Mean 8.9055 8.9445 8.9625 9.0062
MSE 3.5225 1.6052 0.65584 0.17491
Variance 3.5136 1.6022 0.65444 0.17487
|Bias| 0.09455 0.055517 0.037485 0.0061757

Figures 1-4 presented in the previous section. The empirical CI coverage probabilities were in close conformance
with the user-specified coverage levels. It was observed that for test cases with small sample sizes, N-Skart still
produced valid CI estimates albeit with large values for the relative precision of the CI (> 40%). Such a large value
for the CTI’s relative precision is usually an indication that because of substantial bias, correlation, or nonnormality
in the target process (or some combination of these anomalous characteristics), it is necessary to increase the sample
size in order to obtain practically useful results. In general to determine a sample size that is sufficiently large to
ensure reliable performance of N-Skart, we recommend performing a pilot study in which Skart, the fully sequential
variant of N-Skart, is applied to an initial sample whose size is practically feasible for the application at hand
(Tafazzoli and Wilson 2010). In such a pilot study, the application of Skart to the initial sample will either deliver
the desired CI or return an estimate of the size N of the sample that should be collected and supplied to N-Skart.
So long as the relative precision of the CI delivered by N-Skart does not exceed 40%, then in all our computational

978



Mokashi, Tejada, Yousefi, Xu, Wilson, Tafazzoli, and Steiger

Distributions
MSER-5 N-Skart
M % (M -
100 & 100 &
- 3 - =1
Q Q
F50 © F50 ©
TTTTTTTT T T e T e T T TTTTT TTTTTTTTTT I T T T e rrrTT
015 45 78 10 12 14 16 18 20 015 45 78 10 12 14 16 18 20
Quantiles Quantiles
100.0% maximum  16.105 100.0% maximum 19.5704
99.5% 14.2703 99.5% 16.3517
97.5% 11.8513 97.5% 13.9468
90.0% 10.0509 90.0% 11.0631
75.0% quartile 9.06404 75.0% quartile  9.86905
50.0% median  7.92154 50.0% median  8.57606
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10.0% 6.24679 10.0% 6.93122
2.5% 5.66053 2.5% 6.20737
0.5% 5.09598 0.5% 5.69465
0.0% minimum  4.44675 0.0% minimum  5.03291
Moments Moments
Mean 8.1048558 Mean 8.9054502
Std Dev 1.5716135 Std Dev 1.8753935
Std Err Mean 0.0589816 Std Err Mean 0.0593052
Upper 95% Mean 8.2206553 Upper 95% Mean 9.0218272
Lower 95% Mean 7.9890563 Lower 95% Mean 8.7890733
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Figure 1: Empirical distributions of truncated sample mean for MSER-5 and
N-Skart when applied to M/M/1 queue-waiting-time process with X; =0,
p =0.9, and N = 10,000.
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50.0% median 8.39663 50.0% median 8.75433
25.0% quartile 7.67674 25.0% quartile  8.1028
10.0% 7.21769 10.0% 7.46136
2.5% 6.6517 2.5% 7.03832
0.5% 6.19971 0.5% 6.59032
0.0% minimum  5.67138 0.0% minimum  5.99571
Moments Moments
Mean 8.5382864 Mean 8.944483
Std Dev 1.1769254 Std Dev 1.2663971
Std Err Mean 0.0421948 Std Err Mean 0.040047
Upper 95% Mean 8.6211158 Upper 95% Mean 9.0230688
Lower 95% Mean 8.4554571 Lower 95% Mean 8.8658971
N 778 N 1000

Figure 2: Empirical distributions of truncated sample mean for N-Skart and
MSER-5 when applied to M/M /1 queue-waiting-time process with X; =0,
p =0.9, and N = 20,000.
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Figure 3: Empirical distributions of truncated sample mean for MSER-5 and
N-Skart when applied to M/M/1 queue-waiting-time process with X; =0,
p =0.9, and N = 50,000.
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Figure 4: Empirical distributions of truncated sample mean for MSER-5 and
N-Skart when applied to M/M/1 queue-waiting-time process with X; =0,
p =0.9, and N = 200, 000.
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experience both point and CI estimates of the steady-state mean are approximately free of initialization bias; and
the actual coverage probability of the CI will be fairly close to the nominal coverage level.

Given a simulation output response of arbitrary length, the MSER-5 truncation heuristic is designed to estimate a
truncation point such that the truncated sequence is approximately free of initialization bias. The optimum MSER-5
test statistic minimizes the width of the CI centered on the truncated sample mean. This method is appealing
intuitively and is much simpler to implement in practice compared with N-Skart. However, from the results in the
previous section, we concluded that the point estimates for the steady-state mean provided by MSER-5 exhibited
considerable bias, especially for smaller sample sizes. Also, the CI coverages delivered by MSER-5 did not conform
to the user-specified coverage levels for the sample sizes 10,000, 20,000, and 50,000. As mentioned in Section 2.1,
the CI (4) is at best a straw man intended to stimulate the development of other CI estimators that are specifically
designed for use with MSER-5.

Thus, considering the above discussion regarding the individual performances of N-Skart and MSER-5, we
concluded that N-Skart outperformed MSER-5 in the M /M /1 queue-waiting time process with empty-and-idle initial
condition and 90% server utilization. Similar results were obtained for a wide range of other test processes, as
detailed in Mokashi (2010) and Mokashi and Wilson (2010).

4.2 Recommendations for Future Work

On the basis of this research, the following recommendations have been made for future work:

*  The main function of the MSER-5 heuristic is to deliver a truncated sample mean based on the truncation
point estimated by the MSER-5 test statistic. Since it is desirable to have a valid CI associated with the
point estimator of the steady-state mean, it would be helpful to combine the MSER-5 heuristic with a
procedure that delivers a valid CI estimator.

*  The MSER-5 heuristic is a special case of the MSER-m heuristic which divides the given simulation output
sequence into batches of size m. A fixed batch size limits the flexibility of this procedure to account for
different degrees of correlation in various stochastic processes. It would be highly desirable to augment
MSER-m with an automatic procedure for determining an appropriate value of the batch size m on each
application of the procedure.

* Implementing N-Skart is much more difficult that implementing MSER-5. Simplified, computationally
efficient versions of N-Skart should be implemented in portable, robust software that can be easily invoked
“on the fly” in standard simulation environments or on a stand-alone basis.

*  The experimental performance evaluation of Mokashi and Wilson (2010) should be substantially expanded
to include a much greater diversity of test processes with different types of transient behavior.
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