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ABSTRACT 

Unlike fossil-fueled generation, solar energy resources are geographically distributed and highly intermittent, which makes 
their direct control difficult and requires storage units.  The goal of this research is to develop a flexible capacity planning 
tool, which will allow us to obtain a most economical mixture of capacities from solar generation as well as storage while 
meeting reliability requirements against fluctuating demand and weather conditions.  The tool is based on hybrid (system dy-
namics and agent-based models) simulation and meta-heuristic optimization.  In particular, the proposed tool has been devel-
oped for scenarios, where photovoltaic generators and storage units (compressed-air-energy-storage and super-capacitors) are 
used to supply energy demands in a region characterized by different house-holds considering different times and seasons.  
The constructed tool has been used to test impact of several factors (e.g. demand growth, efficiencies in PV panel and storage 
techniques) on the total cost of the system.  Initial results look quite promising. 

1  INTRODUCTION 

An increase in the concentrations of greenhouse gases is believed to be a major cause for climate changes in temperature 
(global warming), storm severity, and sea level.  And, greenhouse gas emissions come primarily from the combustion of fos-
sil fuels.  For example, energy-related carbon dioxide (CO2) emissions, resulting from the combustion of petroleum, coal, and 
natural gas, represented 82 percent of the total U.S. greenhouse gas emissions in 2006 
<http://www.eia.doe.gov/bookshelf/brochures/greenhouse/Chapter1.htm>.  To avoid damaging 
climate change, there is worldwide agreement on the need to reduce greenhouse emissions.  For example, European Union 
(EU) has agreed to reduce greenhouse gases by 30% by 2020 (Freris and Infield 2008).  Similarly, in March 2009, the US 
House of Delegates voted for the measure, which would require the state to cut greenhouse gases by 25 percent by 2020, and 
the Senate approved it. 

To reduce greenhouse gas emissions from the combustion of fossil fuels, providing an energy share from renewable 
sources such as sunshine, wind, water, and bio-fuel is critical.  Furthermore, energy potential from these renewable resources 
is enormous.  For example, on average, the rate of solar radiation intercepted by the earth’s surface amounts to a staggering 
average power of 20MW per person considering the present world population (Freris and Infield 2008). 

However, unlike fossil-fueled generation, renewable energy resources are geographically distributed and highly depen-
dent (intermittent) on the location, changing weather and climate conditions, which makes their direct control extremely chal-
lenging and requires storage units as an additional concern.  Energy storage transforms an intermittent, renewable energy re-
source into one that has firm capacity value, and provides us with several benefits.  First, excess energy stored when 
renewable energy resources (e.g. sun’s rays) are strong can be used when the generated energy is insufficient (i.e., the sun is 
not shining or obscured by clouds) or sold to the grid in accordance with market prices for energy.  Second, with energy sto-
rage, renewable dispatch can be controlled to reduce or avoid congestion, relieving pressure on transmission systems and re-
ducing the need for traditional wires infrastructure.  Third, many storage technologies can provide other services, such as 
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reactive power, that can enhance grid stability, particularly in locations remote from load where large-scale renewable gener-
ation is often located (Ridge Energy Storage and Grid Services L.P. 2005). 

The goal of this research is to design and develop a flexible capacity planning tool, which will allow us to obtain an op-
timal (most economical) mixture of capacities from renewable (in particular solar) generation units as well as storage capaci-
ties while meeting reliability requirements against fluctuating demand profiles and weather conditions.  The capacity plan-
ning tool is based on hybrid (system dynamics model and agent-based model) simulation and meta-heuristic based 
optimization algorithm.  In particular, the proposed tool is developed for two scenarios (involving different geographical 
scales), where photovoltaic (PV)-based solar generators and storage units (compressed-air-energy-storage (CAES) technique 
as well as super-capacitors) are used in an integrated manner to supply energy demands. In one of the scenario (involving 
smaller region), energy demands are characterized by different types of house-holds (e.g. singles, working couples, large 
families with many kids) considering weekdays, weekends, different times of the day, and different seasons (Xua et al. 2008).   

As large-scale solar energy generation, especially in conjunction with storage units, is rare, obtaining realistic data has 
been quite a challenge in addition to the proposed modeling approaches.  In this work, required data has been gathered from 
various credible sources, such as NASA Atmospheric Science Data Center <http://eosweb.larc.nasa.gov> and 
TEP <http://www.tep.com> for solar irradiance profiles, Energy Information Administration (EIA) 
<http://www.eia.doe.gov> for energy consumption, National Renewable Energy Laboratory (NREL) 
<http://www.nrel.gov> for energy production, ASE 
<http://www.greenstar.org/ASE%20Profile.htm>, FIRST <http://www.firstsolar.com>, and PB 
SOLAREX <http://www.solarecxo.com> for cost and operational characteristics of PV panels, Ridge Energy Sto-
rage and Grid Services L.P. for cost and operational characteristics of CAES 
<http://www.ridgeenergystorage.com>.  The constructed capacity planning tool will be used to test impact of 
several factors (e.g. future demand growth, efficiencies in PV panel and CASE) on the total cost of the integrated generation 
and storage system and an optimal mixture of PV generation, fuel-based generation, and storage capacity. 

2 SCENARIOS AND UNDERLYING COMPONENTS 

2.1 Two Scenarios with Different Scales 

In this research, two scenarios with different geographical scales are considered to illustrate the proposed simulation and op-
timization based tool, where the first scenario involves electricity consumption of the entire US and the second one is for a 
region in Tucson of Arizona.  Considering these two scenarios will allow us to study different storage requirements (size, ca-
pacity, efficiency) and impacts against daily solar fluctuations (short-term) as well as seasonal fluctuations (long-term), and 
to concern different levels of detail in modeling.  Each of these scenarios is discussed in the next sections. 

2.1.1 Scenario 1: Entire US (Abstract Model) 

In this scenario, it is assumed that only the PV-generation system (without involving fossil-based energy generation) is re-
quired to supply electricity consumption of the entire US without allowing a shortage.  While this scenario may not be realis-
tic at least for next couple of decades, it allows us to explore inter-relationships (in terms of cost and reliability) among fluc-
tuating demands, generation capacities, and storage types and capacities.  The goal of our study is to find an optimum 
(minimum cost) capacities of the PV-generation system and storage system given projected demand profiles, where the deci-
sion variables include the number of PV panels, storage capacity, and the initial energy level to be stored.  In the simulation 
model (see Section 3.1) for this scenario, weekly power generation and storage are concerned based on the weekly US elec-
tricity demand and solar irradiance data.  As sunshine is the only source of electricity, the system should be designed so that 
the sum of the generated energy and stored electricity should always exceed the electricity demand.  While the designed sys-
tem is not necessarily to be located at a single facility, we focus on the total amounts of generation and storage as transmis-
sion networks are not explicitly considered in our modeling.  Our future research will concern enhancing the proposed mod-
els with explicit consideration of various constraints (e.g. transmission congestions, transformation (e.g. inverter) capacity), 
more detailed dynamics (e.g. phase synchronization), and interaction with the grid. 

2.1.2 Scenario 2: A Region in Tucson of Arizona (Detailed Model) 

This scenario concerns supplying electricity for about 1100 households without allowing a shortage in a region in Tucson of 
Arizona, where the sunshine is the only energy generation source.  While the goal of our study is exactly same with that of 
scenario 2 (obtaining the optimal capacities of the PV-generation system and storage system), a major difference is that the 
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electricity consumption is based on the individual households at every hour as opposed to the weekly, aggregated demand in 
scenario 1.  In the simulation model for this scenario (see Section 3.2), the simulation time unit is set to hours (as opposed to 
weeks in scenario 1).  In addition, each individual household is represented by an agent that has its own electricity consump-
tion behavior over time for each particular season.  Thus, the total electricity demand of the considered region is the collec-
tion of electricity consumption of all the individual households.  Three different types of households are considered in this 
work (see Section 3.2 for more details). 

2.2 Solar Irradiance Profile 

Solar radiation (also referred to as insolation or irradiance) consists of the radiation that comes directly from the sun as well 
as the radiation that comes indirectly. Indirect Radiation includes: 1) the reflected radiation of an area, particularly strongly 
reflected radiation, i.e. areas covered by snow, 2) the radiation from the blue sky, and 3) other diffuse radiation. For the exact 
computation of the amount of energy which falls on a particular area, the angle of incidence between the solar radiation and 
the area is decisive. This changes with the time of day and year. The solar radiation is also reduced by numerous factors; even 
with a clear blue sky, only 90 % of the total solar radiation gets through.   While solar radiation (S) is constant (1.37 kW / m² 
or 137mW / cm2) in space, it varies on earth depending on the time of day and year as well as the latitude and weather.  Its 
maximum value on earth is between 0.8 and 1.0 kW / m² 
<http://www.solarserver.de/lexikon/solarkonstante-e.html>.  In the case of Tucson of Arizona, 
based on the collected data, its average value is about 558.2 W/m² <http://www.tep.com/Green/GreenWatts>.  
 As mentioned in Section 2.1, the resolutions of simulation for scenarios 1 and 2 are weeks and hours, respectively.  
Therefore, while hourly/daily fluctuations in the solar irradiance are explicitly considered in scenario 2, aggregated (sum) 
weekly irradiances are considered in scenario 1.  The following subsections discuss two main data resources (involving dif-
ferent time scales and locations) that have been used in this work,  and how they have been modified for our models. 

2.2.1 NASA Atmospheric Science Data Center 

NASA Atmospheric Science Data Center is a website, which processes, archives, and distributes earth science data at NASA 
Langley Research Center in four disciplines of radiation budget, clouds, aerosols, and tropospheric chemistry.  In this site, 
solar insolation data is available from 1983 to 2004 in daily values.  While daily data can be easily aggregated to weekly data 
for our simulation model for scenario 1, it is a challenge for us to disaggregate the daily data to hourly data for our simulation 
model for scenario 2 (see Section 2.2.3 for details).  Figure 1(a) shows the average daily solar insolation for different months 
of a year based on the data gathered for the period of years 1983-2004.  Figure 1(b) shows daily fluctuations of solar insola-
tion across different years (2001-2004). 

 

   
Figure 1: (a) Average daily solar insolation (kWh/m2/day) of each month in 1983~2004; (b) Daily fluctuation of solar insola-
tion (kWh/m2/day) across years 2001~2004 

2.2.2 Tucson Electric Power 

Tucson Electric Power (TEP) is a major utility company serving more than 375,000 customers in southern Arizona.  TEP has 
an experimental solar energy generation site located in Springerville of Arizona, and publishes solar irradiance data of its ex-
perimental site every half an hour.  Figure 2(a) shows sample data for March 21, 2009.  However, their web site provides on-
ly charts (as opposed to raw data), we have manually obtained hourly data in this work, which was quite time-consuming.  
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Figure 2: (a) Solar irradiation (W/m2) and generated electricity on 3/21/2009 from TEP experimental site; (b) Hourly data for 
solar insolation (W/m2/h) for January 2009 used as a pattern 

2.2.3 Combining Data from Different Sources 

As we are interested in running a simulation with small simulation time unit (i.e. hour), we need to have hourly informa-
tion for solar insolation.  As mentioned earlier in Section 2.2.1.2, the hourly information is only accessible by looking up the 
values visually on the historical charts offered by TEP website.  Thus, it is time consuming to collect a full year’s hourly data 
manually.  As an alternative solution, in this research we combined the data from NASA site (see Section 2.2.1.1) with the 
data from TEP (see Section 2.2.1.2).  To do so, we manually extracted hourly information for two different months (January 
and June) and used them as base patterns to show fluctuation or variance during different days of a month.  Figure 3 shows 
exemplary data of hourly production value and hourly solar insolation in four different days of January collected from TEP.  
The variation between different days is caused by environmental factors such as amount and thickness of clouds, humidity, 
and temperature. 
 

 
Figure 3: Hourly data for energy production (kW/h) and insolation (W/m2/h) for different days 

 
 Based on the information we collected from NASA website, we calculated the average insolation per month for 22 years 
from 1983 to 2004 (see Figure 1).  So for estimating solar insolation during individual days of months other than January and 
June, we assumed that the distribution of insolation during different hours in a day follows the same pattern we have for 
months January or June (see Figure 2(b)) with different magnitude.  In other words, we assumed the insolation in each month 
follows the similar insolation pattern of January or June whichever closer.  And we assumed that the proportion we have for 
monthly average value applies to the magnitude of the monthly pattern as well.  For example, to find the magnitude for 
March, we compared the average insolation values of March with that of January.  Then we applied this ratio to January pat-
tern to build a similar hourly pattern with different magnitude.  Moreover, we used a weighted average based on the time dif-
ference between the month from the January and June.  Closer a month is to one of the base months, the more weight we as-
sign to that month.  For example, for March we combined the weighted average patterns of January with weight 3 with the 
weighted average patterns of June with weight 2.  Note that 3, the weight of January, is the distance of March from June and 
2, the weight of June, is the distance of March from January.  In this way, we can make the closer month to have more effect 
on the generated pattern than a farther month.  So for month March using the above mentioned method, we can build an hour-
ly data pattern which is more similar to January pattern rather than month June, but it has the effect from both. 

2.3 Photovoltaic Generators 

There are two main technologies to convert sunlight energy to electrical energy, including 1) concentrated solar technology 
(CST) and 2) Photovoltaic (PV) technology.  CST uses concave troughs to heat a liquid to about 700 degrees Fahrenheit to 
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create steam that spins turbines used to generate power.  This technology can be supplemented with natural gas backup using 
the same equipment.  It takes between 4.5 and 5 acres of solar panel troughs for each megawatt of generating capacity. 
 On the other hand, in PV technology, distributed PV panels are used to produce energy.  A PV panel transforms the sun-
light energy into direct electrical current using the photoelectric effect.  The area which includes all the PV panels is often re-
ferred to as PV-array or PV-farm.  In this research, information obtained from a real PV-farm of TEP (see Section 2.2.2) is 
used to develop and validate our simulation models.  The Springerville Generating Station Solar System (SGSSS) of TEP has 
a capacity of 4.6MW, which can support electricity for 727 homes and is the most productive photovoltaic array in Arizona.   
 Some technical details of the SGSSS are depicted in Tables 1, 2(a), and 2(b) 
<http://greenwatts.com/pages/SolarStats/SolarTech.html>.  Information in Table 1 includes the num-
ber of PV panels available in SGSSS as well as output power and annual average production.  Table 2(a) depicts three types 
(manufacturers) of PV panels used in the SGSSS and their technical specifications, such as output power, operating DC vol-
tage, failure rate, among others.  In Table 2(b), technical specifications of inverters (e.g. type, operating power factor, effi-
ciency, and reliability ratios) used in SGSSS are given. 

 
Table 1: Overview of solar generating systems in Springerville by TEP 

 
 

Table 2: (a) PV modules used in Springerville by TEP; (b) Inverter used in Springerville by TEP 

 

2.4 Energy Storage Systems 

As mentioned in Section 1, a storage system is required for renewable energy systems in order to make it dispatchable and 
controllable against varying load and market prices for energy.  While energy storage systems can not generate energy from 
its original source, they are well able to store the excess energy and deliver it to the consumers when needed.  They also play 
a critical role in adjusting the power voltages and frequencies for distribution grids.  There are various types of storage sys-
tems, including 1) thermal mass systems which can store solar energy in the form of heat at useful temperatures for daily or 
seasonal durations, 2) molten salt systems where salt (with high specific heat capacity) is used as storage medium, 3) rechar-
geable batteries, 4) pumped-storage hydroelectricity systems which stores energy in the form of water pumped, 5) com-
pressed air energy storage systems which uses pressurized air as the energy storage medium, and 6) super-capacitors.  In our 
current research, the last two storage techniques which show quite different characteristics are considered. 

2.4.1 Compressed Air Energy Storage (CAES) Systems 

In the compressed air energy storage (CAES) systems, pressurized air is used as the energy storage medium (see Figure 4(a)).  
The working principle of these systems can be summarized under two main operations, compression (storage) operation and 
expansion (generation) operation.  During the compression operation, electricity is used to compress and pump the air into an 
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un- insulated underground storage reservoir using a group of compressors.  Assuming that ideal gas law (i.e., PV=nRT) holds 
for gases regardless they are ideal or not, for a constant volume, as the pressure of air increases, its temperature increases as 
well.  In CAES systems, inter-coolers and after-coolers are employed to reduce the temperature of the stored air.  This way, 
required storage volume (i.e. cavern size) is reduced, and compression efficiency is increased.  During the expansion opera-
tion, stored air is released from the storage using a group of turbines to re-generate energy.  Generally, these turbines are first 
fired using either natural gases or distillate fuel.  The best places for large scale CAES systems are identified to be mined salt 
caverns, hard rock and aquifers.  
 

     
Figure 4: (a) Compressed-air energy storage (Ridge Energy Storage and Grid Services L.P, 2005); (b) Sample electricity con-
sumption for a family with 5 children 

 
 In our study, CAES system requirements are based on three main parameters: the storage capacity based on the storage 
volume requirement, initial storage level, and corresponding cost which are defined in detail in Section 3.4.  Succar and Wil-
liams (2008) proposed a formula representing how much electrical energy can be generated per unit volume of storage cavern 
capacity (EGEN/VS) (see Equation 1).
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2.4.2 Super-capacitors 

In super-capacitors, electrical energy is stored in the electric field between two electrodes as medium of ions.  Ions allow for 
quick storage and release of energy (i.e., in seconds) and the super-capacitors have very high cycle times allowing them to be 
cycled millions of times without losing any efficiency.  Also, they enable high granularity distribution of energy storage sys-
tems in contrast to centralized CAES systems.  Even a single household can attach a dedicated super-capacitor to its small 
scale solar generation system.  However, super-capacitors also possess some drawbacks.  First, they have a considerable low 
energy density compared to those of batteries; thereby they usually store about 1/10th of the energy that an electrochemical 
battery can hold.  Second, the super-capacitors cells only allow for low voltages which require serial connections between 
multiple cells in order to obtain higher voltages.  Third, super-capacitors have a high rate of self-discharge compared to that 
of an electrochemical battery.  On the other hand, as a means of centralized energy storage, compressed air energy storage 

1516



Mazhari, Zhao, Celik, Lee, Son, and Head 
 

(CAES) systems are known as the most cost efficient energy storage systems.  Its effect grows significantly when considered 
system becomes larger in scale.  It also facilitates the control over the distribution of energy in conjunction with the energy 
generation system. 

2.5 Aggregated Demand based on Different Classes of Households 

As demand drives the electricity generation as well as storage, it is one of the major aspects of our simulation model.  As 
mentioned in Sections 2.1, demand profiles are modeled in two different ways.  In the simulation model for scenario 1, the 
demand is based on the monthly energy consumption (which is uniformly distributed to weekly consumption within each 
month) of the entire US provided by Energy Information Administration (EIA).  On the other hand, the demand in the model 
for scenario 2 is based on the hourly energy consumptions of every individual household in the region.  To this end, as part of 
this work, we have developed hourly power consumption profiles for three different (representative) types of households 
considering major appliances used by them at different times of the day.  Three household types considered in this research 
are 1) a single working person, 2) families of a working couple, and 3) families with five children.  Figure 4(b) depicts elec-
tricity consumptions for a family with 5 children (data for the other two types are not shown explicitly due to the space limit).  
In our simulation model (for scenario 2), the above mentioned three types of households are replicated to create the total 
number of residents, and the total demand of electricity is the collection of electricity demanded by all the households. 

3 PROPOSED MODELING APPROACH 

This section explains the proposed hybrid-simulation based meta-heuristic optimization model, which enables us to obtain the 
optimal configuration of the energy generation and storage systems.  The energy system considered in this research is inhe-
rently a large scale, dynamic system containing many sub-systems such as power generation system, storage system, power 
grid distribution system.  In general, such a large-scale system can be simulated in an aggregated manner using systems dy-
namics (SD) modeling method to study its overall behavior in a long run.  However, it can also be simulated in a greater de-
tail using agents-based (AB) model to analyze individual behaviors of small players as well as a system behavior based on 
the collection of individual behaviors.  In our research, only the SD modeling method is used to construct a simulation model 
for scenario 1.  However, both SD (for generation and storage segments) and AB methods (for demand segment) are used in 
a hybrid manner to construct our simulation model for scenario 2.    Employing hybrid modeling methods to develop models 
with different levels of details has allowed us to realize different levels of required efforts in data collection and model devel-
opment, and to analyze the impacts of levels of details on the simulation results.  More details about each of the simulation 
models and their optimization models are discussed in the following subsections. 

3.1 Model for Scenario 1 (Abstract Model) 

In this model, we have employed SD modeling technique to mimic the electricity system for the entire US (see Section 
2.1.1), whose simulation execution does not involve high computational power.  Figure 5 depicts the screen capture of the 
developed simulation model in AnyLogic software.  As mentioned in Section 2.1.1, this model provides weekly power gen-
eration and storage based on the weekly demand and solar irradiance data.  In our work, it has been assumed that each PV 
unit works 7 days a week, 8 hours a day with the power generation capacity of 200W.  Then, the generation capacity of the 
PV unit (to reflect the variation of solar irradiance over months) is varied in each month by multiplying 0.44, 0.6, 0.74, 0.89, 
1, 0.93, 0.88, 0.85, 0.76, 0.7, 0.5, 0.44 for months January to December, respectively.  These values have been calculated by 
dividing the average daily solar insolation for a specific month based on information gathered from NASA data source for the 
time period 1983-2004 (see Figure 1(a)) by that of month May (involving the maximum solar insolation).  In other words, 
each value shows the ratio of daily solar insolation in a particular month with respect to the maximum daily solar insolation 
for a month.  For example, this ratio for May is 1.00, and the ratios for January and December (involving the least solar inso-
lation) are 0.44 (=3.373/7.625) (see Figure 1(a)). 
 The monthly demand variation of the electricity is estimated based on the US annual consumption over the time period 
of September 2007 to August 2008 provided by Energy Information Administration (EIA) (Hainoun 2009).  In our simulation 
model, an empirical function has been developed to depict the monthly energy consumption of the entire US over a year, 
where the function is based on the ratio of demand of a specific month with respect to demand of month July (involving the 
highest rate of demand, see Figure 6(a)).  Due to the physical limitations on the transmission lines, the model considers the 
limitation of electricity transmission among power generation, storage, and demand by constraining the maximum flow rate. 
Finally, CAES system has been implemented as the storage system, where its efficiency varies between 65% and 85%.  As 
shown at the bottom right corner of Figure 5, this model has been designed to be flexible to incorporate various situations by 
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adjusting most of the parameter values (e.g. demand growth, PV unit cost, PV unit efficiency, storage cost, storage efficien-
cy) as well as decision variables (e.g. generation capacity, storage capacity, and initial storage level). 
 

 
Figure 5: Snapshot of developed, flexible simulation model 

3.2 Model for Scenario 2 (Detailed, Hybrid Model) 

In this model, we have employed a hybrid modeling paradigm involving SD and AB techniques to simulate an electricity 
demand based on the electricity consumption of individual household in every hour time frame.  As mentioned in Section 2.5, 
an agent in the AB model represents each of three different types of individual household and mimics its electricity consump-
tion behavior.  As mentioned earlier, three types of household are 1) a single working person, 2) family of a working couple, 
and 3) family of couple with five children (see Figure 4(b) for household specific demand profile).  Each of them has been 
replicated for 500, 400, and 200, respectively, to result in 1’100 households in the simulation model.  During the simulation 
run, while the AB portion calculates a total demand collecting consumptions of each individual household, the SD portion 
simulates the interaction among the power generation, storage, and demand, which is similar to the model for scenario 1 (see 
Section 3.1).  In order to enhance the validity of our simulation model, all the parameters in this model are based on the data 
obtained from the Springerville Generating Station Solar System (SGSSS) (see Section 2.3).  Since the model is designed to 
produce hourly results, we have used the hourly solar insolation data to simulate the PV power generation (see Section 2.2.3). 

3.3 Validation of Proposed Simulation Models 

In order to validate the proposed simulation models, we have compared the generation rate and demand rate yielded from the 
simulation model for scenarios 1 (see Figure 6(b)) against the real US annual consumption data provided by Energy Informa-
tion Administration (EIA) and electrical energy production provided by National Renewable Energy Laboratory (NREL) (see 
Figure 6(a)).  As shown in Figure 6, the outputs obtained from the developed simulation model are appreciably close to the 
real data.  Furthermore, the average electricity demand of agents in our detailed simulation model (for scenario 2) has been 
found to be about 15 MWh per year, which confirms with the average demand of the entire households of the US (about 10 
MWh per year).  In our future work, we will enhancing the validity of the proposed simulation models with real consumption 
data of individual household (the authors of this paper are about to start a project with a utility company, which will provide 
them with real, individualized consumption data for different regions). 
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Figure 6: Comparison of (a) real data from EIA and NREL vs. (b) results generated simulation 

3.4 Meta-heuristic Optimization  

The simulation models that we have constructed (see Sections 3.1 and 3.2) are used to find a best solar system configuration 
involving the minimum cost without causing a blackout.  To this end, we have employed OptQuest tool (Glover et al. 1999), 
which incorporates a combination of three meta-heuristics including Scatter Search, Tabu Search, and Neural Networks. 
 Equation 2 shows the mathematical formulation of the objective function in the considered optimization problem, where 

pvN is the number of PV modules, 

 

Cpv is the unit cost of PV modules, 

 

Cg
capital  is the capital cost of generation, 

 

Sc  is the sto-

rage capacity, 
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capital  is the unit capital cost of storage, 

 

ET  is the energy transform rate, 

 

EIS is the initially stored energy, 
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In this work, the considered total cost in the objective function (Equation 2) consists of the solar energy generation cost and 
the energy storage cost where their corresponding values are assumed based on real case studies and real market prices.  The 
generation cost is further consisted of the capital cost involving land cost, hardware costs and construction costs, and the op-
erational cost, which depends on the number of PV modules installed.  Here, as the land cost and construction cost sections of 
capital cost is assumed not to be significantly affected by the varying number of PV modules, a fixed value for these sections 
of capital cost is used in this study.  And the cost of PV modules is depicted as operational cost of generation and is derived 
from the weighted average of the market prices of two brands of PV modules those are Mitsubishi PV-UD180MF5, 180 Watt 
Nominal Solar Module <http://www.solarharmony.com> with a selling price of $835 and BP Solar SX3200B, 200 
watt PV Module <http://www.affordable-solar.com/bp-solar-sx3200b-watt-solar-panel.htm> 
with a selling price of $835.  The PV module that is considered in our model has a capacity of 200 watts, and its selling price 
is assumed to be $800 considering the fact that massive usage of these modules will reduce the market price. 
 Similarly, the cost of solar energy storage is consisted of capital (fixed) and operational (variable) costs.  During when 
compressed air storage is considered as storage technique, the capital cost includes the equipment, land and construction cost, 
and the operational cost includes the maintenance and natural gas costs used for the turbine utilization.  The turbines are used 
when transforming the electrical power into compressed air (compressing) and transforming back the stored compressed air 
into electricity (expansion).  Therefore, the operational cost is also called as the transforming cost that depends on the total 
amount of energy transformed in the system.  In this case, the cost of energy storage is based on the case study of Ridge 
Energy Storage and Grid Services L.P (2005), where the considered CAES system can enable a 50-hour supply of 270MW 
output power.  Here, the capital cost is denoted in terms of power (in units of dollar per KW), while the operational cost is 
denoted in terms of energy (dollar per MWh).  In our model, the storage system is comprised of a set of storage units each 
with a capacity of 270MW enabling 50-hour supply.  The required output for the storage system is found by dividing the sto-
rage capacity (a decision variable in our objective function) by 50 hours of operation.  As a result, the capital cost of storage 
is the unit capital cost (a total of $633K per MW) multiplied by the required total output power in our model and the opera-
tional cost is assumed to be $1.5 per MWh multiplied by the sum of total transformed and initial stored energy in the system. 
 When the super-capacitors are used for storage units, the main portion of the cost comes from the price of super-
capacitor packages and its connection and transition.  The cost of connection and transition are considered as operational 
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costs.  However in our simulation model this cost is not considered as it is quite negligible as compared to the cost of super-
capacitor packages.  On the other hand, the price of each super-capacitor is based on the market price information of Maxwell 
BCAP350 (Simjee and Chou 2008) where the price of each unit of super capacitor is about $20 with the unit maximum capa-
citance of 1100 Jules.  Therefore, in our model, the capital cost of super capacitors is $65M per MWh.  
 The proposed optimization model (see Equation 2) has three decision variables, including the number of PV modules 
(

 

Npv
), storage capacity (

 

Sc ), and initial storage level (

 

EIS).  The number of PV modules determines the operational cost of the 
electric power generation.  The storage capacity, which indicates the maximum amount of energy can be stored in the storage 
system, determines the total capital cost of storage.  Finally, the initial storage level is related to the storage operational cost. 
 The proposed optimization model (see Equation 2) contains three constraints based on the requirement in the considered 
scenario, where the sum of the generated energy and stored electricity should always exceed the electricity demand.  The first 
constraint in Equation 2 regulates the relationship among solar energy generation, storage, and demand, where the demand 
can be fulfilled by energy generation, storage, or both.  As the day-time demand and night-time demand are separated in this 
model, their constraints are also built separately as shown in the first and second constraints in Equation 2.  The third con-
straint in Equation 2 guarantees that the initially stored energy is less than or equal to the total storage capacity.  Usually, a 
certain amount of energy is needed at the beginning of the simulation run (e.g. January) to guarantee finding a feasible solu-
tion without allowing a shortage against fluctuating demand of the future.  The last constraint in Equation 2 is to ensure the 
amount of stored energy is not allowed to be negative at any time during the simulation. 

4 EXPERIMENT AND SENSITIVITY ANALYSIS  

In this section, we discuss sensitivity analyses conducted using the proposed simulation and optimization models discussed in 
Section 3.  In our research, we test the effect of demand, storage efficiency, and PV efficiency on the capital and operational 
costs of the solar power generation and storage system.   

4.1 Effect of Demand Increment Rate  

The goal of this experiment is to analyze the impact of the demand growth on the total cost of the solar generation and sto-
rage.  Figure 7(a) depicts the increment rate of the cost compared with the cost for the stationary demand for cases with vary-
ing annual increment rates (5%, 10%, 15%, 20% and 25%).  Although 25% of annual increment in demand may not be realis-
tic, it was also considered to see the effect of increment more clearly.  In this experiment, the storage efficiency and PV 
efficiency are fixed as 85% and 17%, respectively in all the comparisons.  The results  reveal that the cost of meeting the de-
mand with annual increment rate is growing exponentially.  In other words, when the annual demand increment rate is in-
creased from 10% to 20%, the increase in the total cost of meeting their corresponding demand becomes more than double. 

 

  
Figure 7: (a) Effect of future demand growth (annual) on the total cost vs. (b) Storage efficiency on the total storage cost 

4.2 Effect of Storage Efficiency  

The goal of this experiment is to test the effect of storage efficiency on the storage cost of the solar energy system.  The sto-
rage efficiency defines the amount of energy that is lost in the energy conversion occurred during the compression (storing) 
and expansion (retrieving) operations in the storage system.  As the storage efficiency is higher, less energy is lost during 
these conversions.    In this experiment, the demand incremental rate and the PV efficiency are fixed as 0 and 17%, respec-
tively.  Figure 7(b) reveals that the relative total cost (when the storage efficiency is 100%) decreases as the storage efficien-
cy increases.  It is because while we can save the operating cost of the storage system with increased efficiency, the capital 
cost that takes the major portion of total cost remains same. 
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4.3 Effect of PV Panel Efficiencies  

The goal of this experiment is to test the impact of the PV panel efficiencies on the total cost of the solar energy system.  Fig-
ure 8(a) depicts the relative cost (cost/cost when the PV efficiency is 17%) of the systems with varying PV efficiencies.  In 
this experiment, the demand incremental rate and the storage efficiency are assumed to be 0 and 85%, respectively.  Moreo-
ver, we assumed that the prices of PV panel are same for all the PV panels with different efficiencies.  As the efficiency of 
the PV panel increases, the total system cost decreases as a less number of PV panels are needed for generating the same 
amount of electricity.  However, the amount of reduced cost is less significant for the higher PV efficiencies.  This is because 
in some cases the storage capacity increases (via the optimization, see Section 3.4) for the cases with increased PV efficiency.   

 

  
Figure 8: (a) Impact of PV efficiencies on the cost of energy system; (b) Cost comparison of CAES vs. super-capacitors 

4.4 Cost Comparison of CAES Technique vs. Super-capacitors 

The goal of this experiment is to compare CAES and super-capacitors in terms of on the total cost.  Figure 8(b) depicts the 
total cost of the system with varying solar coverage.  In this experiment, storage efficiencies for CAES and super-capacitors 
are assumed to be 85% and 98%, respectively.  As the solar coverage decreases from 100% to 1%, the total cost for both 
technologies decreases, but in all cases, CAES is significantly more cost effective than the super-capacitors based on the cur-
rent costs.  This is because of the relatively large storage capacity considered in this research.  However, for systems requir-
ing highly distributed storage systems with smaller capacity, the super-capacitors are expected to be more cost effective. 

5 CONCLUSION AND FUTURE RESEARCH 

In this work, a flexible simulation has been successfully developed for integrated solar generation systems involving PV ge-
nerators and storage units (CAES and super-capacitors) considering highly intermittent nature of solar energy resources.  
This simulation has been then used in conjunction with meta-heuristic optimization to obtain a most economical mixture of 
capacities of solar generation and storage while avoiding blackout against fluctuating demand and weather conditions.  For 
two scenarios involving different geographical scales, the proposed simulation and optimization models have been success-
fully used to obtain an optimal mixture of required capacities of the systems.  In addition, experiments were conducted using 
the proposed models, and the results revealed that future demand growth, storage efficiency, PV efficiency, and types of sto-
rage technologies significantly affects the total cost of the solar system.  Therefore, the capacity of the solar system has to be 
carefully determined based on these factors.  To the best of our knowledge, this is the first research work on the development 
of flexible simulation and optimization tools based on the real data.  In our future works, the current simulation/optimization 
models expanded to include grid, smart-grid, other types of storage technologies, and other types of renewable energy re-
sources such as wind and bio-fuels. 
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