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ABSTRACT

In the industrial engineering community, it’s a well-known adage that focusing on process can help achieve better results. In this second of a series of papers, we'll focus on the process of simulation testing and outline how improving your testing process can lead to better results for your projects. We’ll consider model building as a software development exercise, and discuss how best practices from the broader software testing community can be applied for process improvement. In particular, we’ll explore various approaches to automated testing and their applicability toward simulation projects, based on recent explorations in our own projects. Part 1 of our series introduced the “milestones” approach to simulation development – based on the popular “agile software” philosophy and our own experiences in real-world simulation consulting practice. This time, we’ll discuss how thinking agile can help you become a more effective tester, and help ensure the quality of your models.

1 INTRODUCTION

We opened Part 1 of our series (Sawyer and Brann 2008) with a triumphant tale – how using an agile, milestone-based approach saved the day on a high-visibility, high-pressure, short-deadline project. And that’s appropriate when introducing a different approach – you’ve got to show people that it works. For Part 2, we’re covering more familiar territory, albeit from a different slant, and so we thought we’d start this one with a Tale of Woe.

The identities have been changed to protect the innocent, but suffice it to say that it was a standard process simulation project. Entities are created based on a set of input data read in from an external database. The entities execute a series of processes and decisions, and exit the system, collecting output metrics that summarize entity performance and system cost. The project team was following an iterative, agile approach to development (Knoernschild 2006), which included substantial testing at the end of the first major milestone. So far, so good. But then during the second milestone, some minor changes were made to the read routines for the input data. Due to time constraints, and since the changes were so minor, no tests were executed against those code changes at the end of Milestone 2 – nor any of the subsequent milestones until the end of the project.

Fortunately, as we were executing system testing just prior to handoff, the team got lucky. Someone noticed that the costs associated with each entity that was introduced into the system were too high. We finally re-ran the Milestone 1 tests for the input data read routines and discovered that the costs weren’t being handled correctly. The model was in very real danger of being delivered to the client reporting costs that were 30-40% higher than they should have been.

But what makes this tale any different from any other “you should really test your work” tale? We feel that the key here is that there was a breakdown in the process. The team started out on the right track – doing testing at the end of each milestone. And then the process broke down. Code that had been tested previously was assumed to be solid, when in fact it wasn’t. And what really scared us was the fact that even though the cost associated with each entity was a key output metric, the calculation of that cost was regarded as being so basic that no structured or system tests were created to verify the cost. So we came very close to delivering a faulty model to the client because we failed at the very lowest level – unit testing of read routines. We got lucky that time. We’re hoping that we (and you!) don’t have to count on luck the next time.

This paper discusses how our team has been integrating formal testing into an agile-based model development approach. We begin with a brief outline of formal testing and its relationship to verification and validation, and describe how testing techniques may be divided into categories such as unit testing, structured testing, system testing, and Q/A testing, each with a
place in the model development lifecycle. We then observe that teams can sometimes be tempted to skip the testing step, and that automating the process can help teams avoid this temptation. We discuss how automated testing tools are used in the software engineering community, and the challenges of porting these tools to the simulation environment. Finally, we discuss some recent work we have been exploring with automated testing in projects using commercial off-the-shelf simulation products, by leveraging the JUnit automated testing framework and adding test functions in the model runtime itself. The paper concludes with some remarks on the role of testing in an agile, milestone-based simulation development process.

2 FORMAL TESTING OF SIMULATION MODELS

The typical steps in a successful simulation modeling project are well-documented in simulation textbooks and the tutorials in this conference every year. These steps should look familiar: problem assessment and requirements gathering, data analysis, model construction, model verification, model validation, scenario definition and analysis, documentation and presentation of results. These are the steps that burgeoning simulation practitioners are taught in school, and the steps that we as simulation professionals execute on every project during the course of our careers.

Verification and validation are critical to the success of a simulation project, but they can sometimes be confusing concepts. One good way of thinking about the distinction was illustrated by Osman Balci: “Model verification deals with building the model right... Model validation deals with building the right model.” (Balci 1998). Both are part of a process to ensure that the model is working correctly – that it was created as intended and that it is a sufficient representation of the system being modeled – in order to build confidence in the model’s results. There is an active community of research on verification and validation, going back to tutorials in the earlier years of this conference (Sargent 1984), and strategic directions on this broad topic (Sargent et al. 2000) continue to be discussed.

In our work in industry, we apply commercially available simulation software products to solve business problems in a wide variety of domains. In these projects, we’ve found it useful to consider verification and validation within the context of formal testing, terminology that stems from the broad software engineering community. The term “formal” is used to emphasize that the process of testing needs to be included as a specific activity within any simulation project plan. That is, the resources, time, and budget to be allocated for completing a simulation project should not solely be limited to the act of building the model itself – it also needs to include a specific period of time for thorough testing of the model functionality (as well as the other key steps in a simulation project lifecycle).

It can be tempting, given the real-world pressures of schedule and budget, to organize a project in such a way that any kind of formal testing is left to the end of the project. As requirements change during the course of the project (as they always do), time and energy is often spent adding new features and functionality to adapt to those changing requirements, and testing is an easy candidate to be deferred to some future time to be determined. All too often, that future time never comes. The result is a product or analysis that is delivered to the customer, partially or completely untested – and a development team that is crossing their fingers hoping their customers do not encounter a situation that crashes the simulation and embarrasses the developers (or worse, invalidates the results and recommendations).

Looking at the standard list of steps in a simulation project, the sequential approach to development and testing is unfortunately reinforced because testing appears to come after model development! Implicitly, that promotes a strategy of “develop, develop, develop, develop, and then test if you have time”. Certainly some informal testing takes place during model construction, just to get the model to compile and run, but unfortunately much of the time in practice, this effort is neither well-structured, nor well-documented (Blade and Lehmann 2000).

Assuming your project has been organized into individual self-contained “milestones”, as we’ve encouraged previously, each milestone would involve an element of design, development, and testing for the features to be delivered within that milestone. As Steve McConnell reminds us in the legendary book Code Complete, “You can build a little, get a little feedback from your users, adjust your design a little, make a few changes, and build a little more. The key is using short development cycles so that you can respond to your users quickly.” (McConnell 1993) Thus, a milestone cannot be considered complete until some aspect of testing is performed.

However, since any given milestone, by design, only contains a subset of the full desired functionality of the final simulation, it isn’t reasonable to try to test the entire spectrum of project requirements within every single milestone along the way. To further break down the testing process, it can be helpful to distinguish between various types of formal testing and when they should be applied.

3 TYPES OF FORMAL TESTING

There are countless flavors of testing strategies, all of which can be valuable on any particular project: black box testing, white box testing, glass box testing, load testing, stress testing, integration testing, requirements testing, and our favorite,
"sanity testing". We’ve observed that four general types of testing seem to emerge in both software development projects and simulation modeling projects: unit testing, structured testing, system testing, and quality assurance (Q/A) testing. Of course, this is not an exhaustive list of testing types! The four types described here are just classifications that we’ve found to be useful when considering the typical lifecycle of a simulation project in industry.

One thing these tests have in common is a degree of formality and documentation. To prove that a simulation model is behaving as intended, a simulation developer needs to be able to a) specify and document exactly what was intended in the first place, b) create a test to prove that the model behavior matches what was intended, c) execute the test under the appropriate conditions for the test’s assumptions, and d) document the results of that test for the internal project team and external stakeholders. These steps are key to successful formal testing of any category.

Let’s consider where each of the four types of steps fits in to a typical simulation project – and keep in mind that testing should be occurring continually within each self-contained milestone of the project.

3.1 Unit Testing

- **What:** Verifying that individual functions and methods used in the detailed simulation code work as intended.
- **When:** During development of a project milestone.
- **Who:**Same developer that wrote the code, assuming the team is not large enough to have dedicated testers.
- **Why:** Allows developer to be confident that the module is ready to be integrated with the rest of the team, and ready to be more formally tested.
- **How:** Can be as simple as stepping through code in a debugger to make sure the function is working properly, or that a simulation entity is following the correct logical path through the system. Code walkthroughs by peers can help identify potential errors in algorithm design.

3.2 Structured Testing

- **What:** Creating, executing, and documenting test plans for broader functional requirements of a model.
- **When:** After feature coding is completed for a project’s internal milestone.
- **Who:**Ideally, not the same developer who wrote the code. With a smaller development team, this may not be feasible. In that case, developers need to learn to wear different “hats” and think like a tester when it’s time to do structured testing. When wearing the developer hat, one often thinks: “This code works, and I’ll write a test to prove it.” When wearing the tester hat, one needs to think: “This code will not work in all cases, and I’ll write tests to find those cases.” This distinction in approaching the activity of testing is one of the keys to becoming a good tester, and is critical to the success of a testing process. As Myers et al. noted in the book *The Art of Software Testing* (2004):

> “If our goal is to demonstrate that a program has no errors, then we will subconsciously be steered toward this goal; that is, we tend to select test data that have a low probability of causing the program to fail. On the other hand, if our goal is to demonstrate that a program has errors, our test data will have a higher probability of finding errors. The latter approach will add more value to the program than the former.”

- **Why:** Proves that the requirement has been implemented as specified, at the level of detail that is appropriate for that project milestone. By incorporating documentation of the process, it allows for quicker regression testing at the next milestone. Regression testing refers to the re-testing of previously implemented features to demonstrate that any new feature coding did not break something that was previously working.
- **How:** Follow formal scripts and document each test thoroughly. A well-written test plan defines the objective of the specific test, the initial conditions necessary to set up the test, and a precise definition of what the expected result should be. In many cases, it can be useful to specify and save sets of input data that support a given set of tests.
  - **o** Use the inputs and outputs provided by the user interface, and run the simulation the same way a user would do it – stepping through the code in the debugger is not appropriate for this type of testing.
  - **o** For example, structured tests are developed to ensure that all entities introduced into the model will successfully complete the model. If you put 1 entity in, there should be exactly 1 entity out, and you should see all of the appropriate output statistics collected for that entity. In addition, the value of those statistics can be compared to the inputs driving the simulation to make sure they are being collected accurately. Trace files – model outputs that capture the flow of activity for any particular entity in human-readable text – can be helpful to verify the entity’s behavior as well.
If the result of running the model shows any deviation from the expected result, it needs to be tracked down and explained or fixed, not rationalized. It can be tempting to make excuses, particularly in complex simulations, such as “It’s probably a rounding error or something” or “That’s a synchronization issue between entities”. Those are not explanations – they are excuses. A test cannot pass with these excuses in place – the root cause must be determined. Any and all issues found should be documented, no matter how large or small. There are specialized applications designed for defect tracking in software development; we use these tools extensively in our simulation projects.

3.3 System Testing

- **What**: Thorough end-to-end testing of the complete, integrated simulation model from an end user’s perspective.
- **When**: After all components / modules have been created for the simulation project and it is functionally complete.
- **Who**: The entire development team. Even colleagues outside the development team, who may have little knowledge of the project itself, can be helpful at this phase. This class of users will typically manipulate the model inputs and user interface in unanticipated ways, helping identify possible design flaws, missing error traps, or areas where clarification is needed.

Another class of users that can be valuable for system is the subject matter experts (SMEs) for the problem domain. While the users with little knowledge of the domain or project can reveal defects by doing unexpected things as users, the SMEs help guarantee that the program itself doesn’t do something that would be unexpected for an end user that knows the problem domain (Dustin 2002).
- **Why**: Verifying that the simulation developed meets the specified requirements. Also verifies the robustness of the completed system as a whole, anticipating errors or confusion for the end user. Does the simulation answer the questions that it was originally designed to address?
- **How**: Use the model like a user. If applicable, create new/blank scenario and start configuring the inputs from scratch, preferably with a certain analysis goal in mind (“let’s see what happens if we overload the workers in this area?”). Run the model, and examine the output metrics in detail. This is different from the structured testing in that the scope of the test is different. Rather than configuring and running relatively controlled, focused tests (“feed precisely enough work to that area so that the workers are be 50% utilized”), the system testing has a broader perspective – given a set of inputs, is the overall system responding as it should? System testing frequently represents the beginning of the validation process.

3.4 Q/A Testing

- **What**: Final review of the product to be delivered to the customer.
- **When**: After System Testing is complete, just before final delivery to the customer.
- **Who**: Primary developer can do this.
- **Why**: Often, a simulation developer’s computer has a much different profile than the target user’s computer. Different applications and utilities are installed; there may be a different operating system, version of Microsoft Office (if used), or version of the simulation software package. This final testing process ensures that the user’s first experience with the simulation model or product is error-free. You only have one chance to make a first impression!
- **How**: The model or product is deployed in a virtual environment such as Virtual PC or VMware configured to match the customer’s computing environment. The model is installed along with any supporting files. The developer emulates an end user’s first time experience, experimenting with all options in the user interface, running the model to completion, reviewing the output reports. In this type of testing, we are not as interested in the specific content of the outputs – we are verifying that there are no missing files, modules, or other incorrect functionality that raises an immediate error to the user or crashes the simulation.

4 TESTING IS NOT REALLY FUN

One of the biggest problems with testing is that it simply isn’t as fun as building new models. At the risk of making a gross generalization, many of us in the simulation community are action-oriented, innovative problem solvers – industrial engineers, business analysts, systems analysts. The field tends to draw creative individuals who are constantly seeking out new and better ways to solve problems or improve processes for our customers. We’d rather be out facing new challenges and evaluating new problems than trying to find flaws in the great new innovation we just came up with. With this mindset, it’s understandably challenging to have the patience (or the personality type) to be an excellent tester. In some ways, testing feels
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like a necessary evil. And partly because it’s not fun, testing can often be one of the first things to be dropped when times get tough on a project and a deadline looms ever closer.

In addition, the nature of testing itself is not just time consuming, but a little depressing. The sense of accomplishment in simulation development, just like software development, often comes when you’ve just completed a challenging task. Say that you’ve just designed a clever new algorithm and spent days fine-tuning the intricate details. You try it out in the context of a model, and lo and behold, it works the first time! Well, that’s a wrap, right? You’ve built something new. It works. Ship it to the customer!

Well, not exactly. To be a good tester, in trying to prove something works, you must try to find all of the different ways that it could fail. You’re not just trying to find the one condition in which a particular algorithm or model works correctly – you’re trying to find every condition that it could possibly fail. As Myers et al. note: “A good test case is one that has a high probability of finding an as yet undiscovered error” (2004).

Literally, your success as a tester indicates your failure as a developer. And you have to keep trying to do this over, and over, and over. Trying to fail isn’t fun, and it certainly is not good for the ego, but it is necessary for the quality of the project, the robustness of the analysis, and the satisfaction of the customer. And in simulation projects, to do testing the “right way” may require many manual steps: design a failure condition, write a test to catch it, set up the initial conditions of your simulation to match the test assumptions, determine the expected result, execute the test, and manually confirm that the model results match the expected result.

But what if the process could be automated? Wouldn’t it be great to press a button and have all of your tests run automatically, and then get a nice clear report of which ones failed so you know where to focus further development efforts? The broader software community has increasingly embraced the value of automated testing approaches over the last 10-20 years (Beck 1998), and automated software testing has now become a common part of professional software development. If the practice of simulation modeling at its core can be treated as a software development exercise, as we have posited in our previous installment (Sawyer and Brann 2008), can we harness the benefits of automated software testing in our work as well?

5 AUTOMATING THE TESTING PROCESS

On a recent project, our team began to explore the possibilities of performing automated testing within a discrete-event simulation environment. The purpose of automated testing is to let the computer do the work for you. Since manual testing can be a tedious, rote activity – just the type of activity that most people do whatever they can to avoid – the process of manual testing may end up being delayed, deferred, or eliminated entirely on a real-world project. Automated testing refers to creating computer programs that will test other programs on your behalf.

In the software testing world, automated tools to speed up the testing process are commonplace. Usually, these toolkits can be hooked directly into the integrated development environment (IDE) used to build the application, whether it’s Microsoft Visual, Eclipse, or other popular choices. Test scripts are written that execute as programs within the IDE itself, calling specific functions within the target application in order to determine whether the function is working as expected. Tests are written so that each test either passes or it fails; there is no middle ground. The entire collection of test scripts is executed together, controlled by a program called the test execution engine. The results are then displayed to the developer, with a specific summary count of tests passed and tests failed. The collection of test scripts, the execution engine, and any supporting data required to run the tests are often referred to as a test harness.

One clear benefit to automating the testing process is that it makes life easier for the developer. The easier and more convenient it is to do the testing, the more likely it will actually get done on a project under real-world pressures of deadlines, budget constraints, and demanding clients. However, there is an additional benefit of quantifying the amount of work remaining on a project. Knowing exactly how many functions are broken and need to be fixed can help developers create more precise time estimates for completing the application. This knowledge also allows project managers to monitor a quantitative metric reflecting the true state of completion of a project as opposed to relying on the often-mocked and often-doomed approach of the asking developers to estimate their own percentages toward completion.

There is also an important psychological feeling of accomplishment associated with successfully running a test harness. For example, say the first time you run a test harness for a complex application – your results show 79 / 100 tests passed. Not so good; maybe you rushed a little bit while coding. After fixing some coding errors you had overlooked previously, you re-run the test harness, and it now shows 94 / 100 tests passed. You are making tangible progress! And psychologically, now there are only a “few more” tests left to go before you are done. A couple of hours later, you have fixed all open issues and re-run your test harness: 100 / 100 tests! A perfect score!

This type of continual feedback on progress can be a motivating factor during development, particularly for long and complex applications or projects. However, developers need to keep in mind that a perfect 100 / 100 score, while building confidence in the correctness of the code, does not necessarily guarantee that the model is error free. Tests can only detect the
Automated testing process are often utilized by project teams in the practice of test-driven development. This is a relatively recent philosophy in software development in which tests are developed first before any code is written. It has been embraced by the agile software development community, as it aligns nicely with the core agile principles of frequent iteration, frequent testing, and frequent delivery to the customer. It also aligns nicely with “thinking agile” in simulation practice.

Following the test-driven development philosophy, when faced with a new functional requirement, the first thing a developer does is to write a test to prove that the function works. A stub function (an empty function with no content) is created to represent the function to be. The test harness is executed to call the new function — and naturally, the test fails because no code has been written yet. Then, and only then, the developer writes the code to fulfill the stated requirement. The test harness is executed again, and the test should pass. The practice has been gaining adherents within the software development community, and naturally, the philosophy meshes well with automated unit testing as described in this section.

6 Automated Testing Tools for Simulation

In the simulation world, at least in the private sector, the availability and usage of automated testing tools is far less common. Part of this has to do with the typical development environments used by the simulation practitioner in industry. Our team uses commercial off-the-shelf simulation software packages for the majority of our modeling and analysis work. These packages typically come with their own custom development IDEs, provided by the simulation vendors, which are specific to the needs of the typical simulation developer and the capabilities of the tool itself. This is entirely understandable when the target market for the package is a business user, analyst, or engineer, and not necessarily a software developer. (As a side note, it is the authors’ continued belief that for most complex simulations, there will be “some programming required”. (Banks and Gibson 2001))

Most of these simulation packages do not easily support third-party “plug-ins” as transparently as a mainstream software developer’s IDE would. Many simulation packages do allow the integration of “user-defined functions” written in standard programming languages to some degree. However, it can be more difficult to take entire libraries or set of related functions, such as a test execution framework, and integrate them into a model written in a commercial simulation product.

On a recent project, our simulation team decided to explore the possibility of integrating automated testing tools and techniques into the development process. We are continually looking for opportunities for improving our processes (and eliminating our headaches), and this concept has been on our radar screen for many years.

One of the commercial simulation software tools in our arsenal seemed that it may afford us this capability. AnyLogic, a commercially available product by XJ Technologies, is a full-featured simulation software package that is built on the popular programming language, Java. To wit, the AnyLogic IDE itself, as of a recent release, is derived from the open source Eclipse IDE. While AnyLogic does have the higher-level modeling constructs common to all general-purpose simulation languages (e.g., queues, resources, sources, and sinks), one can always break down any object into its core Java implementation.

User functions in this environment are written natively in Java, using the class libraries provided by AnyLogic for simulation-specific classes and methods. This means that you can use functionality from literally any Java class library that exists in the world, not just those provided with AnyLogic. Note that this is different from other mainstream commercial simulation packages, where user functions are either written in a scripting or programming language unique to that simulation environment, or are required to be developed and compiled as external libraries that have little interactivity with or visibility into the core simulation objects inherent to the platform.

Because Java is so widely used, automated testing packages targeting the Java environment are fairly mature. In the Java community, the most popular test execution framework in widespread use is called JUnit. This library is commonly used hand-in-hand with the principles of test-driven development as described earlier. In our case, we decided to explore the technical feasibility — and more importantly, the usefulness — of integrating JUnit with AnyLogic.

7 Using JUnit to Test Simulation Classes

The process of incorporating JUnit into a project includes several steps. First, the JUnit library is imported as a Java package into a Java IDE environment. Then, individual test functions are created and tagged with a special attribute as “tests”. Each of these test functions should in turn execute a small chunk of code, almost always just a single function, and then compare the return value (or some other result of that function’s execution) to an expected return value. If they match, the test passes. If they don’t match, the test fails.
Ideally, one test function would be created for every function within the simulation model. Then, as development progresses, the entire set of tests created would be run on a recurring basis, in order to confirm that any new features or functions added haven’t accidentally broken a feature or function that was previously working.

A JUnit test launcher class is also created to serve as the test execution engine. This object is responsible for executing all of the individual test functions, which are recognized because of the special “test” attribute, and compiling the results.

Our project team explored this approach on two different aspects of the modeling project. The first was a “Flat Space Manager” class that was being created by one developer on the project team, for use by other members on the project team. Without going into project-specific details, one can think of this as a stand-alone class that maintains the state of a checkerboard-like grid representing the flat space on a factory floor. The class is designed to track which spaces are occupied by what objects. A part flowing through the main process flow in the model can query a function within the FlatSpaceManager class to determine if it will fit in a particular grid space.

The team deemed this was a good candidate for JUnit testing because it was a self-contained Java class, sometimes known as a POJO (plain old Java object). A standard AnyLogic model is not typically built from a collection of developer-defined POJOs; rather it is constructed by connecting together graphical blocks that represent the process flow being modeled. In this sense, AnyLogic’s model building process is analogous to the graphical drag-and-drop process used by most current commercial simulation packages for ease of use. While every object in AnyLogic is at its core a Java class, most common modeling objects are derived from AnyLogic’s built-in ActiveObject class which contains complexity unique to the specific environment. This contrasts with a POJO, which does not have any AnyLogic-specific features and thus can be tested independently.

With a target object in mind, the team started by identifying a target function of the FlatSpaceManager class: fDoesPartFitInGrid(). This method performs a single function in accordance with the JUnit assumptions – if the part fits in an unoccupied part of the grid, fDoesPartFitInGrid() returns true, otherwise it returns false.

Within an independent testing project (as opposed to the AnyLogic runtime environment – more on this later), the team also created a setup function that takes care of initializing the FlatSpaceManager and a couple of different grid configurations for thoroughness. Then, the team created a number of tests that introduced different part types to the function, with different known grid states, and evaluated if the expected true/false value was returned.

In general, this worked great, and seemed like a good fit. That’s largely because this approach was “proper” unit testing in the software development sense. The test focuses on an isolated chunk of code and makes sure it does exactly what the developer intended. Since the FlatSpaceManager was an isolated object, its functions could be easily tested this way.

8 AUTOMATED TESTING OF MODEL FUNCTIONS USING JUNIT

The second aspect of the modeling project for which the team explored automated testing was at the functional level. The function GetProcessStepDelay() in the main model was to be called frequently by all parts moving within the simulation. The purpose of this function was to calculate how long a given part should dwell at a particular process step. Since process steps were fairly generic in this project, the delay times by design were generated for each process step. The team wanted to investigate using JUnit to set up and conduct unit tests on this type of simulation functionality.

The first problem encountered with this effort was the sheer amount of setup needed in order to run a test. In the simulation design, a Process Step is not created independently - it only exists as part of a Work Station. This means that in the test project, a Work Station object must first be created and initialized, and then the Process Step. Since a Part is the simulation entity that will be calling the function, a Part must be created as well. However, for a Part to be valid in this simulation, several internal data structures need to be populated for the data that feeds into the calculation of what its delay is going to be at a given Process Step. The team quickly discovered that there was a fair amount of developer effort required to set up the initial conditions so that the test could even be executed.

After spending time on the setup, the project team was able to successfully run a few tests, and confirmed that the function correctly produced the expected result for the process step delay – it divided one attribute of the part by an attribute of the process step to calculate the delay time. These results were not terribly inspiring: “Of course the two attributes would be divided by each other correctly. Why would the model do anything else?” The question needed to be asked: was the benefit of this test worth the considerable upfront time required to set up the tests?

True, the developer effort was only a one-time setup cost associated with the test environment. For subsequent tests involving Parts, Work Stations, and Process Steps, the initial configuration would already be put into place. And as the project progressed and additional logic was added to the GetProcessStepDelay() function beyond simple division (boundary conditions, special cases, etc.), the testing framework was ready. Even better, the test was repeatable – it could be re-run every time new features were added to Parts, Work Stations, and Process Steps, in order to make sure that what used to work before still
worked correctly. But was the level of effort worth it, when the function could potentially have been verified simply by doing a thorough code walkthrough with a colleague, and visually confirming the correct attributes were being used in the division?

9 AUTOMATED TESTING OF MODEL FUNCTIONS WITHIN THE SIMULATION RUNTIME – PART 1

To further explore this, the project team also tried creating a test harness within the AnyLogic framework, but without utilizing the JUnit libraries. This had the benefit of allowing the standard model initialization routines to take care of setting up all of the needed model objects, just as if a simulation were about to run. However, instead of running the actual model, the test harness would be executed.

The team did attempt to use the JUnit libraries, marking the test functions with the special “test” attribute just as in the previous experiments. However, at this stage, we were unable to successfully set up JUnit tests to be executed within the context of a running, or even initialized, model. Part of this may have to do with a fundamental difference between the types of functions targeted by automated testing of traditional software applications, versus the need to test simulation model functions.

Unlike traditional software applications, discrete-event models involve an element of simulated time elapsing, with the sequence of events being managed by the simulation engine’s event calendar. Thus, what appears to be a single function from a simulation entity’s perspective (e.g. delay for X minutes) will usually correspond to a whole series of functions in the underlying simulation engine. For example, the engine will place a future event on the calendar representing the entity emerging from that delay, store the entity in memory to be “woken up” after that delay has elapsed, and then execute all other events on the calendar occurring after the current simulation clock time up until the time that the desired event is the top one on the calendar. What is a single function from the entity’s perspective may involve the execution of many other functions within the engine itself – most of which do not have anything to do with the entity.

It is that lowest layer of functions that would be targeted by traditional unit testing. But this is not the type of unit testing that is needed in the context of the project! The engine-level functions are assumed to be functional in the simulation product – it is the entity’s perspective in the context of our model that we would want to target instead.

Note that this assumption of reliability at the engine level that may not always be true – there may be occasions that the engine-level functions themselves may contain errors. And depending on the nature of the simulation engine, it may contain its own quirks that affect the results of the tests (Leye et al. 2009). Testing processes should consider these possibilities as well.

For the unit testing required in this experiment, the team chose not to use the JUnit libraries, and instead wrote independent test functions that were activated with a global flag. In testing mode, only the test functions would be. In normal execution mode, the model would run as designed.

The downside of this approach is simply that the model is running. If there is any type of interactivity or complexity in the model, it is possible that you may inadvertently execute something within a test function that changes the state of the system – and possibly violates an assumption of a different test function. For example, this may make it a little harder to repeatedly call a given function while modifying different parameters to fully cover a range of values. And after entities execute the tests, we would want to be careful that the state of the system is cleared and the entities have exited the flow of the model logic, so that the initial state is predictable and matches the test conditions.

In this, it complicates the design of the tests themselves – and almost mandates that a developer of the model logic needs to be involved in the test design. An independent tester, who knows what the model is supposed to functionally accomplish but may not have written the code to do it, may not have the depth of knowledge of the model design and construction to make sure no key assumptions are violated by the mere existence of a test that changes the state of the system. It’s not unlike Heisenberg’s Uncertainty Principle, in that we would not want the act of measuring (in this case, execution of a test function) to interfere with the thing being measured (in this case, the resulting state of the system as produced by the target function).

In general though, the team felt that staying within the context of the simulation software’s IDE may be a better way to approach doing automated unit testing. The JUnit library is well-suited for unit testing of software applications, but doesn’t really add as much value within the simulation IDE. Further research will need to be done to see if there is a way of executing or extending JUnit testing capabilities within the AnyLogic runtime, so that simulation time can elapse as part of the testing.

10 AUTOMATED TESTING OF MODEL FUNCTIONS WITHIN THE SIMULATION RUNTIME – PART 2

Another example of automated testing within a simulation environment – though not in the context of JUnit – is a feature within an internally developed toolkit that we’ve been using on rail-related modeling projects for over ten years, the Transportation Modeling Studio (TMS). The TMS is a suite of integrated software tools that allow the rapid configuration of simu-
Specifically designed to focus on the capacity planning issues affecting rail, intermodal and marine terminals. These problems range in scope from the switching movements within a single classification yard, to the train movements supporting all major terminals in a marine port, to the cargo flow across an entire network or region. Customized simulation models, using the TMS functionality as a basis, have been deployed to help address strategic planning issues faced by our customers at major U.S. ports, Class I railroads, and companies in industries such as mining and plastic/petrochemicals for which certain rail operations are a critical function of the business.

Technically, there are several components to the TMS. A Network Designer, based on Microsoft Visio, is used by simulation developers to rapidly configure a rail network design. A CAD file of the network is imported into Visio, and the developer defines all possible origins and destinations, as well as outlines all tracks, sidings, and switches ascribed by the physical layout. A Network Generator component then parses through the diagram, and creates a database of all possible routes between origins and destinations that are possible in the system. The Network Animator component reads in this database and automatically draws a corresponding representation of this network within Rockwell Software’s Arena simulation environment.

The last component of interest (for the purposes of this paper), the Train Routing Module, is a simulation library we developed for use within Arena that will automatically optimize the path of any train through the system so that it arrives at its destination in the best possible way (usually this is the soonest arrival time, but this can be configured for specific project needs). All other competing traffic on the network is accounted for, and trains will automatically stop at a switch on the network until competing trains have cleared the way. The optimization module has been designed so that it is impossible for trains to “gridlock” (something that can occur within some simulation designs but would not provide realistic results). A simulation developer working on a new project simply has to provide a schedule of trains to move through the system (based on whatever project-specific operational techniques are required – this is the customization aspect for each customer’s project), and the TMS will execute the move and return to the higher-level project-specific code.

Within the TMS environment, we can illustrate a good example of automated testing with elapsed simulation time – the TestAllRoutes function. A global flag is used to turn on this special testing mode in lieu of the normal use. After all model initialization occurs, the database of all possible origins and destinations is read into the simulation. Trains of varying lengths are created at every origin and sent to travel to every possible destination defined in the system, no matter how large or complex of a network is being modeled. By staggering the timing of the train movements over time, it can be demonstrated that every feasible route between every origin-destination pair can be executed and animated correctly. This verifies that the simulation developer has drawn the network correctly and everything is connected and configured appropriately according to the TMS design requirements. In addition, the free-flow travel time for each train (defined as the travel time for any given train assuming that there is no competing traffic on a network) is automatically produced as a simulation output. The model’s travel time output can be compared to the travel time calculated by dividing the actual distance between each origin and destination by the speed of the train as specified in the inputs, in order to validate the project’s representation of the network.

A second step in the testing process is to adjust the arrival pattern of these trains so that all trains arrive at simulation time 0. This provides a maximal conflict situation within the network, although obviously unrealistic, where all trains are trying to move through the network from all origins to all destinations at exactly the same time. By setting up this test configuration, we prove that every train is guaranteed to eventually complete the system without the possibility of deadlock. This effectively verifies both the logic of the Train Routing Module (which may have changed from a prior year’s version!) and the way in which the team has designed the project-specific network.

It takes little effort to run these tests, and we’ve found it very helpful in actual projects. A similar concept could apply to other models involving the movement of vehicles through a known path system, such as other rail modeling frameworks that work differently than the TMS, Automated Guided Vehicle systems, or other vehicle movement systems involving multiple origins and destinations. While this approach does not involve the robust and standardized testing features of the JUnit framework, it still complies with the spirit of automated unit testing and works well within a standard simulation environment.

11 DISCUSSION OF AUTOMATED TESTING

One key take-away from this exercise was that automated unit testing in the typical software testing framework seems to enforce the isolated testing of one function. True unit testing. One function call, one result expected. In a typical project engagement at our firm, we treat this level of testing as a more informal exercise, executed by the developer to confirm that the code is working correctly. When our team talks about testing of any sort, we’re usually thinking of the structured testing and system testing levels described earlier in this paper. Our testing plans typically are framed as: “Given this set of model inputs and initial conditions, does the model output match what was expected?” This tends to be a higher-level question than true automated unit testing is geared toward. The challenge with starting formal testing at this level is that when a given output
does not match the expected value, there is often a long list of possible sources of that difference, often leading straight back to unit-level testing.

Following on to that is the question of how much value automated unit testing provides, considering the effort it takes to set up the tests in the first place. The upside is that the process is automated, and once it’s written provides the basis for effective regression testing. The downside is that it does take time to set the tests up in the first place, and that the level of testing this seems targeted for is a bit below the level of what we usually think of within a simulation environment. This may be something that each project team will need to decide on their own whether or not it is worth pursuing, considering the requirements, scope, schedule, and budget of each individual project. Perhaps it may also influence our future design of simulation projects to consist of more self-contained objects and functions, in order to realize the benefits of these testing procedures.

We also felt there was substantial benefit to letting standard model initialization take care of the “heavy lifting” for us – declaring and defining all of the initial objects and data structures that would allow us to set up the tests more quickly. The key issue with this was that we were unable to figure out how to configure the JUnit test launcher to execute within the AnyLogic runtime environment (initializing the model objects, starting the simulation clock, etc.). And even if we did, the idea of letting simulation time elapse while the tests are executing is a further problem to be resolved.

Notably, for specialized simulation applications that are written in standard programming languages such as C#, Java, or C++, and not general-purpose commercial simulation languages, the availability of standard and open source tools from the broader software community opens up. Many academic papers published here at the Winter Simulation Conference, and other community-related conferences, illustrate complex solutions or libraries written in just these types of languages. This means that automated testing techniques can be explored more fully, and the benefits more recognizable, in these types of academic and research environments.

Bottom line, it seems like there is some potential in the automation techniques that our project team explored, although the value of the specific JUnit toolkit may not be as great due to the issues described. Maybe JUnit itself isn’t a good fit. But hopefully, exposure to tools like this can help our teams become more creative about the testing process. And any tools that we can find to save time and effort can help us stay motivated to do the testing in the first place.

12 CONCLUSION

Testing your simulation model is not an easy task. By focusing on the quality of the formal testing process itself, you can achieve a higher degree of quality in the end result – not just the simulation that is created, but the answers and insights that you learn from using the model to perform analysis. There is a well-established field within the broader software community that can provide guidance to the approaches and tools used to improve testing. In fact, there are journals and conferences devoted specifically to the topic! Since building simulation models can be treated as a software development exercise, best practices from the software testing community can be applied to help us all improve the quality of our work.

The agile philosophy embodies a relatively simple principle: “Test early. Test often.” By designing your project using the Milestones approach, the opportunities for frequent and recurring testing become a natural part of the simulation project lifecycle. Automated testing techniques can be helpful to reduce the tedium associated with implementing a thorough testing process – and a beneficial effect of this is to encourage that the testing will actually happen. Automated testing tools that are common within the software community, such as JUnit, may have some applicability within typical simulation practice, but each project team will need to evaluate the costs and benefits of incorporating these tools in their work environment.

By applying the Milestones Approach – and as part of this, the formal testing techniques discussed in this paper – consistently within our consulting engagements, we’ve found that focusing on an improved process results in better quality project deliverables, improved team performance and morale, and importantly, more satisfied customers. We hope that these techniques will work for your teams as well.
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