
ABSTRACT 

We introduce a new approach, called Relative Start and 
Idle Time (RSIT), to solve probabilistic scheduling prob-
lems of construction repetitive projects. RSIT is a process 
of determining a range of input variables and employing 
optimization through simulation to solve scheduling prob-
lems. RSIT reduces the modeler’s effort because it does 
not heavily rely on manual trial-and-error. The two pri-
mary advantages of this approach are: (1) it does not re-
quire additional solving algorithm code and (2) it does not 
impose unnecessary limitations on the simulation model 
in order to solve the scheduling problem. The new ap-
proach is presented in detail and applied to a real past re-
petitive project of four four-story buildings. Results from 
RSIT are evaluated and compared to the results from a 
deterministic approach. The example is modeled in Pro-
Model and optimized in SimRunner. 

1 INTRODUCTION 

Repetitive projects are projects consisting of identical or 
similar units that require resources to work repetitively 
from the first unit to the last one. Examples of these pro-
jects are housing projects, highways, and tunneling pro-
jects. In these projects, some or all of the same set of ac-
tivities are repeatedly performed from unit to unit by the 
same crews. To derive a practical and effective schedule 
for repetitive projects, three main constraints are applied: 
precedence, resource availability, and resource continuity 
constraints. Precedence constraints ensure that activities 
will be performed in technological construction orders, 
whereas resource availability constraints ensure the prac-
tical use of available resource. Resource continuity con-
straints are applied to maximize resource utilization by 
keeping resources working continuously without interrup-
tion. Accordingly, resource continuity constraints of these 

particular activities significantly affect the resource utili-
zation of the overall project.  

Figure 1 is an example of a repetitive project consist-
ing of 3 units. Figure 1a is schedule derived from critical 
path method (CPM). As shown in Figure 1a, Resource B 
for activity B has a total idle time of 4 days (LagB1,B2 and 
LagB2,B3). To eliminate idle time, two concepts of schedul-
ing can be applied 1) balancing production rates and 2) 
postponing start date. Focusing on the latter, assuming 
production rates are fixed, activity B in Figure 1 must be 
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Figure 1: Increased project duration due to resource con-
tinuity constraints 
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postponed by 4 days to achieve continuous workflow of 
resource B and eliminate interruption, which exists in 
CPM schedule. This 4 days of postponement is called 
time buffer.  

The idea of postponing activity start date to satisfy 
continuity constraints in repetitive projects can be found 
in Linear Scheduling Method (LSM) by Johnston (1981) 
and Repetitive Scheduling Method (RSM) by Harris and 
Ioannou (1998). 

Satisfying resource continuity constraints usually 
lengthens project duration. As shown in Figure 1b, post-
poning activities from their early start date to eliminate 
idle time increases project duration from 18 days to 22 
days. Evidently, tradeoff between resource continuity and 
project duration must be considered in order to achieve an 
optimum solution. The tradeoff can be objectively meas-
ured in several ways such as in terms of duration and cost.  

In the past, many researchers have proposed simula-
tion in order to study and solve repetitive scheduling 
problems. Examples of these studies are Harris and Evans 
(1977), Ashley (1980), Dabbas and Halpin (1982), Lutz 
(1990), AbouRizk and Shi (1994), Tommelein, Riley, and 
Howell (1999), Alves and Tommelien (2004), Ioannou 
and Srisuwanrat (2006), Sacks, Esquenazi, and Goldin 
(2007), and Srisuwanrat and Ioannou (2007). Neverthe-
less, only a few of these studies have focused on the tra-
deoff between maintaining and relaxing resource continu-
ity constraints by using time buffer. The combination of 
resource allocation and probabilistic scheduling problems 
aggravates the problems. To be specific, trying to achieve 
resource continuity under variability of resource produc-
tion rates and work quantities adds considerable difficul-
ties. Moreover, it is difficult to quantify size and location 
of time buffer needed to optimize the overall project. 
Thus, simplification and limitation are imposed, or differ-
ent type of buffers are used so that the problems can be 
solved. 

In this paper we present a new method, the relative 
start and idle time (RSIT) that helps determining domain 
variables of resource arrival dates (size and location of 
time buffers) in order to optimize probabilistic scheduling 
problems of repetitive projects. Imposing minimal limita-
tion on the problems and simulation model, the relative 
start and idle time method is a generalized concept that 
can be applied to simulation systems with optimization 
capability. An example of four four-story buildings which 
are built concurrently and sharing the same resources is 
presented here. The example has been developed and 
tested in ProModel and optimized using SimRunner. Re-
sults and discussions show the potential use of this new 
method in optimizing probabilistic scheduling problems 
of repetitive projects with complex and dynamic resource 
allocation. 

2 SIMULATION OPTIMIZATION FOR 
REPETITVE PROJECTS 

In simulation optimization for construction repetitive pro-
jects, there are two main distinct decision variables used: 
1) number of resources and 2) buffers. Number of re-
sources can be number of crews or equipment. When 
number of resources are used as decision variables, pro-
jects are optimized by balancing production rates among 
activities to achieve an optimum solution for the overall 
project performance. This is the same concept as Line-Of-
Balance (LOB). The benefit of using number of resources 
to optimize repetitive projects is that the domain of input 
variables is finite and easy to determine. Capacity of 
available resources is limited and known prior to con-
struction phase. Examples of studies using number of re-
sources are Ashley (1980) using number of masonry 
crews and forklifts, and Dabbas and Halpin (1982) using 
number of hoists and buggies.  

Despite the benefit and the popularity of using num-
ber of resources in optimizing repetitive projects there are 
circumstances in which balancing production rates cannot 
provide an optimal solution. These circumstances occur 
when there are 1) limited number of certain resources 
and/or 2) limited fastest or slowest production rates. Ei-
ther one of these could cause a great difference in produc-
tion rates between direct preceding and succeeding activi-
ties resulting in resource idle time and interruption in 
work flows. For example in Figure 1, if there are not 
enough resources to speed up activity A and activity B is 
already at the slowest production rate, balancing produc-
tion rates between activity A and B is not possible. To 
improve the schedule, activity B must be postponed from 
its early start date (ESD); in other words, time buffer 
should be used to  improve the work flow of activity B 
and also optimize the overall project schedule. Evidently, 
using number of resources solely leaves out the feasible 
benefit of postponing activities in optimization for con-
struction repetitive projects.   

Another type of decision variables in optimization for 
construction repetitive projects is buffer. Buffer can be in 
the form of inventory, finished work, work-in-process, 
distance, or time (Alves and Tommelein 2004). Buffer is 
used to prevent waste or interruption in activities stem-
ming from the difference and variability in production 
rates. Certain type of buffer such as time and distance 
buffers provides such flexibility in adjusting schedule that 
may not be found in line-of-balance (adjusting production 
rates by altering number of resources). For examples, 
Harris and Evans (1977) used distance buffers in road 
construction in order to minimize cost and project dura-
tion; Lutz (1990) used time buffer to improve continuous 
work flow in repetitive activities; Alarcon and Ashley 
(1999) studied the effect of finished-work buffer size on 
production liability and project cost.  
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It is important to note that certain types of buffers are 
considered discrete numbers, which is similar to number 
of resources. Their domain variables can be determined 
easily. For example, the largest buffer size (upper bound) 
of finished-work buffer cannot exceed the number of total 
units such as floors in a building. On the other hand, time 
buffer does not have an upper bound and is therefore not 
easy to determine. 

With respect to the simulation and optimization for 
repetitive construction projects, most studies can be 
grouped into 3 categories, shown in Figure 2. Figure 2a 
depicts the traditional method of optimizing repetitive 
projects. Users manually alter input parameters in their 
simulation to find an optimal solution. Number of re-
sources and the concept of LOB are preferably used to op-
timize repetitive projects by this traditional approach. The 
main drawback of this approach is that it is time-
consuming for the user and relies heavily on the user’s 
intuition and trial-and-error. Moreover, if the trial-and-
error process is not exhaustive, the solution may be far 
from optimum. Interestingly, this traditional approach is 
still in use by recent studies, regardless of the mentioned 
drawback and recent development in simulation software. 

Figure 2b illustrates the second approach that inte-
grates optimization into the system. Due to the advance in 
simulation and optimization software, increase in compu-
tational speed, integration between simulation and opti-
mization engines becomes available (such as ProModel 
and SimRunner, Arena and OptQuest, or Stroboscope and 
ChaStrobeGA), and so does the improvement in auto-
mated programmability in simulation engines (such as 
ProModel ActiveX using Visual Basic for Applications.) 
The ProModel ActiveX connection enables the automa-
tion of creating complicated and large-scale simulation 
models for repetitive projects, without manually creating 
and coding simulation models. (See ProModel ActiveX 
User Guide, 2003, for more information). 

The approach in Figure 2b eliminates the trial-and-
error process performed by users in the traditional ap-
proach. The convenience and faster processing time pro-
vided by the integration and the automation between si-
mulation and optimization allows users to explore a wider 
and deeper range of domain variables. Moreover, instead 
of employing exhaustive enumeration, the exploration (or 
optimization) is conducted intelligently by various opti-
mization methodologies.  

Examples of optimization methodologies used in si-
mulation software are the evolutionary algorithms in Si-
mRunner, the neural network in OptQuest, the genetic al-
gorithm in ChaStrobeGA, or customized optimization 
algorithm such as by AbouRizk and Shi (1994).  

The effectiveness of the second approach relies main-
ly on 1) type of decision variables, 2) the user-predefined 
domain of variables, and 3) the capability of the optimiza-
tion engine. While studies using number of resources or 

similar as decision variables benefit from this approach, 
studies using time buffer cannot, because of the difficulty 
in defining domain of variables of time buffer, explained 
in the next section. 

Figure 2c illustrates a relatively new approach for op-
timizing repetitive construction projects. Different from 
the second approach, the third approach implements aux-
iliary algorithm in the simulation model. Examples of this 
approach are Sequence Step Algorithm (SQS-AL) (Ioan-
nou and Srisuwanrat 2006) and Completed Unit Algo-
rithm (CU-AL) (Srisuwanrat and Ioannou 2007a). In their 
studies, auxiliary algorithms, coded as part of the simula-
tion code, determine resource arrival dates (time buffers) 
that provides better continuity of resource utilization. The 
algorithm proceeds with the process of solving the prob-
lem according to its concept and the user’s predefined 
range of decision variables; confidence level in SQS-AL 
and number of completed units in CU-AL. The optimiza-
tion part attunes decision variables within their given do-
mains to find an optimum solution.  

The reasons that the third approach and also the aux-
iliary algorithm are proposed are: 
• Discrete-event simulation itself cannot guarantee the 

continuity in resource utilization. 
• Difficulty in defining effective domains of input vari-

ables of resource arrival dates which are indefinite. 
• The desire to speed up the optimization process by 

directionally reducing  the domains of decision vari-
ables. 
The effectiveness of the third approach relies on sev-

eral factors such as the effectiveness of the auxiliary algo-
rithm in solving the problem, extra processing time re-
quired by the algorithm, capability of optimization 
engine, and the interaction between the algorithm and the 

   

 
Figure 2: Three approaches in Simulation and Optimiza-
tion for construction repetitive projects 
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selected optimization methodology. If the algorithm is 
well constructed, this approach provides a better solution 
and reduces users effort tremendously. Moreover, it could 
scope down domain size of input variables, yet returning a 
satisfying result (see Srisuwanrat and Ioannou 2007b for 
examples about the effect of different auxiliary algorithms 
and decision variables on simulation optimization for re-
petitive project scheduling). 

The drawback of the third approach is that the auxil-
iary algorithm may impose additional limitations on the 
problems and simulation model. In other words, the limi-
tation is not incurred by the problems nor by the simula-
tion model, but by the introduced algorithm. The algo-
rithm may require the problems and simulation model to 
be constructed and solved in a certain way. For example, 
SQS-AL solves repetitive scheduling problems by calcu-
lating resource arrival dates in the order of sequence steps 
in which activities occur. The requirement of solving 
problems in sequence step orders is an additional limita-
tion. 

Due to the potential drawbacks of auxiliary algo-
rithms, the authors believe that it is worth trying to solve 
the problems of probabilistic repetitive scheduling using 
optimization, without auxiliary algorithms. Thus, the au-
thors have revisited the second approach, Figure 2b, and 
proposed a generalized method that tackles the difficulty 
in defining effective domain of input variables, which 
prohibits the second approach from using time buffer to 
optimize the repetitive project scheduling problems. 

3 DIFFICULTIES IN DETERMINING DOMAINS 
OF RESOURCE ARRIVAL DATE VARIABLES 

The main difficulty in optimizing repetitive projects is  
selecting input variables of resource arrival dates. The fol-
lowing questions must be answered before optimization:  
• What is the minimum value of resource arrival date? 
• What is the range of resource arrival date, measured 

from the minimum value?  
Given that a simulation model of a repetitive project 

is created, running the model provides a schedule that is 
equivalent to an early start date as in the critical path me-
thod (CPM), which means that idle time between units is 
common. An early start date (ESD) of activities in CPM 
as a constant should not be used to determine the mini-
mum value of resource arrival date, especially in optimi-
zation. Figure 1a shows that the start date of activity C 
should be adjusted automatically according to its prede-
cessor’ start date. Its start date changes from day 6 to day 
10, not because of its idle time but because of the delay in 
activity B, due to the postponement in B in order to elimi-
nate idle time of B. In other words, the start date, which is 
decision variables in optimization, should be assigned as a 
relative value to its predecessors’ start date.  

An example that a constant start date in CPM cannot 
be used as the minimum value of a resource arrival date is 
shown in Figure 3. Figure 3b is CPM schedule showing 
zero idle time in activities H, B, and E. However, after 
predecessors of H are postponed from their ESD to 
achieve resource continuity, activity H is, in effect, post-
poned as well, shown in Figure 3c. Accordingly, the min-
imum value of resource arrival date for activity E should 
be 21 days, instead of 20 days. Keep in mind that, the 
minimum value should be assigned as relative value, not a 
constant. 

In Figure 3, postponing activity H incurs idle time of 
3 days in activity E shown in Figure 3c, which previously 
does not exist in CPM schedule, Figure 3b. This situation 
is called “unrecognized idle time” in activity E. This 
situation confirms that the postponement period cannot be 
determined from a CPM schedule. One may assume from 
a CPM schedule in this case that there is no need to delay 
the start date of activity E. However, as shown in Figure 
3b, activity E has an idle time of three days, and thus 
postponing activity E from zero to three days (from its 
minimum value which is relative to start dates of activity 

E3

E1

E2
E3

E2

B1

B3

B2

B1

B3

E1
B2

 
Figure 3: Unrecognized Range of Resource Arrival Date 
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H and B) should be tested in order to optimize this repeti-
tive project. This range of zero to three days is the possi-
ble range of resource arrival date measured from its rela-
tive minimum value. 

Note that the relative minimum value for activity E in 
Figure 3c is at the completion of H1, not a constant value 
of day 21. 

Another difficulty in determining an effective range 
of resource arrival date is shown in Figure 4, called “un-
necessary range of arrival date.” The adverse effect of 
this situation is the elongation of the optimization process. 
This situation occurs when a delay in a predecessor elimi-
nates idle time in its successor. In Figure 4, delaying ac-
tivity B beyond three days will result in zero idle time in 
activity C. Thus, it is not necessary to consider the delay 
in activity C from its minimum relative value, if activity 
B is delayed for three or four days. However, it is recom-
mended to consider the unnecessary range due to simplic-
ity and also possible effect from variability, while realiz-
ing the existence of this situation. 

 
 
 

 
Note that in Figure 4 the relative minimum values of 

activity B and C are at the completion of A1 and B1 re-
spectively. 

Figure 5 shows another situation that information 
from CPM schedule should not be used to establish do-
main of decision variables. In Figure 5, two activities J 
and L (resource-sharing activities) share the same re-
source, and postponing J incurs idle time in L. This situa-
tion is called “convoluted idle time in resource-sharing 
activities.” This situation occurs when a delay in a preced-
ing resource-sharing activity always incurs idle time in 
succeeding resource-sharing activity. In Figure 5, activity 
J and L have indirect dependence relationship and also 
share the same resource. By postponing activity J, its di-
rect successor, activity K, will be postponed and will in-
cur idle time in activity L, as shown in Figure 5b. From 
the example, it is imperative to detect the problem so that 
proper modification in the simulation model can be made 
prior to optimization.   

Note that an easy solution for the problem shown in 
Figure 5 is assigning a dedicated resource for each repeti-
tive activity. 

 
 

Figure 4: Unnecessary Range of Resource Arrival Date 

 
 

Figure 5: Convoluted Idle Time in Resource-Sharing Ac-
tivities 
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4 RELATIVE START AND IDLE TIME (RSIT) 

Relative Start and Idle Time is a means of determining the 
range of resource arrival dates, which serve as input vari-
ables for optimizing repetitive projects. Two main ideas 
of RSIT in selecting the parameters are that (1) arrival of 
resources of successors are relative to the arrival date of 
their predecessors and (2) the ranges of possible delays 
measured from a relative minimum value of arrival date 
are derived from idle time. This means if the arrival date 
of a resource is postponed, its successor’s resource arrival 
date will be postponed as well. Using the relative mini-
mum value of resource arrival date as a milestone, re-
sources might be delayed further within the range of pos-
sible delay in order to minimize idle time in that resource. 
To apply RSIT, the following steps are required: 

Step 1: Create a simulation model for the repetitive 
project. 

Step 2: Set the simulation system to record the first 
date that a resource is utilized (SD) and its total crew idle 
time (CIT).  

Step 3: Set the resource arrival date in the simulation 
using the equation 1.  
 

R2Arrive= R1Arrive + Offset + R2CLTi 
 

R2 is a resource of a successor, and R1 is a resource 
of its predecessors. Offset is a user-selected constant used 
to offset the arrival of R2 from its predecessors. For most 
cases, offset is equal to the duration of the preceding ac-
tivity in the first unit. This means that the soonest that re-
source of successor can arrive is after a resource of its 
predecessor completes the first unit. Crew lead time 
(CLT) is a variable which will be determined in step 4, 
and is used to delay the arrival of resources in order to 
eliminate their idle time. At this point, CLT are set to ze-
ro. 

Step 4: Run the simulation and determine the mini-
mum value of start date, Min(SD), and the maximum val-
ue of idle time, Max(CIT), for each resource. Min(SD) is 
the earliest start date that a resource is utilized, whereas 
Max(CIT) is the maximum value of total crew idle time. 
The difference between Max(CIT) and Min(SD) is the 
possible range of delay measured from the relative mini-
mum value, called maximum crew lead time, Max(CLT). 

 
Max(CLT) = Max(CIT) – Min(SD) 

 
Step 5: Run the simulation again, only this time as-

sign Max(CLT) to CLTi. This step is required because de-
laying resource arrival date may increase idle time of an-
other resource, as in the case of unrecognized idle time 
(Figure 3). This step determines whether the assigned 
Max(CLT) would cover the upper bound of lead time that 
eliminates idle time entirely. If idle time still exits, in-
crease Max(CLT) by the amount of idle time. 

Step 6: Repeat Step 4 and 5 until crew idle time (CIT) 
of all resources are zero. Note that if crew idle time still 
persists, the user should be aware of the possibility of a 
convoluted idle time in resource-sharing activities (Figure 
5).    

Step 7: Setup input variables for the optimization 
process by creating a set of integers ranging from 0 to 
Max(CLT). This set will be referred as {CLT}, whereas 
the selected input variable by optimization is referred as 
CLTi. Then, run the optimization engine. Note that, if the 
value Max(CLT) is so high that the process of optimiza-
tion is unbearably time-consuming, it is suggested to use 
larger intervals, such as 0, 5, 10, and 15 (weekly basis), 
instead of using 0,1,2,…,14, and 15 (daily basis) for that 
particular resource.  

5 AN EXAMPLE OF FOUR FOUR-STORY 
BUILDINGS 

An example of four four-story buildings, constructed con-
currently and sharing 20 resources, is used to study the 
viability and effectiveness of the proposed method, RSIT. 
The example and detail are obtained from Yang (2002). 
The simulation model and RSIT have been implemented 
in ProModel, and the optimization is performed by Sim-
Runner. The results from RSIT and deterministic ap-
proach are compared at different variability (coefficient of 
variance) in activity duration to show the viability of 
RSIT.  

Note that the simulation model and code for the ex-
ample are automatically created by Excel macro employ-
ing ProModel ActiveX. After the simulation model and 
code are created, users starts RSIT processes from step 4 
described in section 4. 

5.1 Precedence Relationships, Duration, and 
Resources 

The example project consisted of four four-story build-
ings, constructing concurrently and using the same set of 
20 resources. Each building consisted of four identical 
floors with 20 repetitive activities each. This project may 
be considered as a repetitive project with 16 similar units. 
The precedence relationships, means of activity duration, 
and resource names are shown in Table 1. 
 Activity durations are assumed to follow uniform dis-
tribution with the means shown in Table 1 and standard 
deviations of each activity derived from multiplication of 
the means and a given coefficient of variance as shown in 
Table 4 to 8. An example of ProModel code for activity 
duration is shown below. 
 

Duration = Uniform(Mean, Mean x Coefficient) 
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Pile Fabrication, Pile Driving, and Roofing activities 
are required only once per building. Most activities have 
finish-to-start relationships with zero lead time to their 
successors except for Concrete Slab, Concrete Wall, and 
Roof activities. Lead time between concrete slab and con-
crete wall in the preceding floor is two days due to curing 
time for concrete wall, shown in Figure 6. The precedence 
relationship between a concrete wall on the fourth floor 
and roof is the same as that of the concrete slab and con-
crete wall. 

Resource CS and CW are allocated alternately among 
the four buildings. Resource CS will finish the first floor 
of all four buildings before starting to work on the second 
floor, shown in Figure 6. This is also the same for re-
source CW for concrete wall. By doing so, continuous re-
source utilization of resource CS and resource CW can be 
achieved. 

5.2 Input Variables for Resource Arrival Date 

After a simulation model is created and run, minimum 
start date, Min(SD), and maximum crew idle time, 
Max(CLT) for each resource are collected. At this point, 
resources are scheduled to the site at time 0. Max(CLT) is 
the difference between Max(CIT) and Min(SD) is shown 
in Table 2. The possible range of input variable CLT for 
optimization is shown in the last column of Table 2.  

Offset constants for each resource are set equal to the 
duration of its predecessor. Resources of a successor can-
not arrive sooner than its predecessors’ resource, and 
there is no need for an optimization tool to test such cases.  
The only exception here is the offset of resource RI for 
rough-in activity. Although its direct predecessor, which 
is the roofing activity, has a duration of 1 day, the offset 
of RI is set at minus ten. The reason is that Concrete Wall 
activity, the nearest indirect predecessor of Rough-In ac-
tivity, affects the possible arrival date of resource RI as 
much as roofing activity. Since Roofing activity is re-
quired only in the last floor, while concrete wall activity 
is required in every floor, the arrival of Roofing activity, 
solely, may not effectively determine the arrival of re-
source RI. Thus, the domain of arrival date for resource 
RI is expanded to cover to the completion of concrete 
wall activity in the first unit. Another alternative to this is 
setting the arrival of resource RI relative to CW, instead 
of resource RF. These are examples of the arrival date for 
resource CS (Concrete Slab) and CI (Closet Installation). 

 
Arrival of Resource CS = Arrival of Resource 

PD + 3 days + CLT of CS 
 

Table 1: Activities and Resources data 
 

ID 
Description Predecessors 

Mean 
(days) 

Res. 

5 Pile Fabrication          - 3 PF 
10 Pile Driving                 5 3 PD 
15 Concrete Slab            10 1 CS 
20 Concrete Walls          15 1 CW 
25 Roof                 20 1 RF 
30 Rough-in                     25 1 RI 
35 Partition                      30 1 PT 
40 Paint Ceiling               35 1 PNC 
45 Exterior Block Wall     40 1 XBW 
50 Plaster Interior Wall    45 1 PLIW 
55 Plaster 

Exterior Wall          45 1 PLXW 

60 Paint Interior Wall       50, 55 1 PNIW 
65 Floor Tile                    60 1.5 FT 
70 Bathroom Tile             60 1 BT 
75 Window Installation    65 1 WI 
80 Electrical Wiring         65, 70 1.5 EW 

85 Bathroom 
Accessories           65,70 1.75 BA 

90 Closet Installation       75, 80, 85 1 CI 
95 Door Installation         90 1 DI 

100 Cleaning                     95 1 CL

Table 2: Offset constants and CLT variables 
 

Resource After the Arrival 
 Of Resource Offset Max 

(CLT) {CLTi} 

PF - - 0 0 
PD PF 3 1 0-1 
CS PD 3 7 0-7 
CW CS 1 7 0-7 
RF CW 1 7 0-7 
RI RF -10 8 0-8 
PT RI 1 8 0-8 

PNC PT 1 8 0-8 
XBW PNC 1 8 0-8 
PLIW XBW 1 8 0-8 
PLXW XBW 1 8 0-8 
PNIW Max(PLIW,PLXW) 1 8 0-8 

FT PNIW 1 2 0-8 
BT PNIW 1 8 0-8 
WI FT 1 10 0-10 
EW Max(FT, BT) 1 3 0-3 
BA Max(FT, BT) 1 2 0-2 
CI Max(WI, EW, BA) 1 13 0-13 
DI CI 1 13 0-13 
CL DI 1 13 0-13 

 
 

Figure 6: Lead time between concrete slab and wall 
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Arrival of Resource CI = Max(Arrival of WI, 
EW, BA) + 2 day + CLT of CI 

 
Note that CLT of resources are input variables which 

will be selected from {CLTi} by optimization process in 
SimRunner. 

5.3 Optimization in SimRunner 

Optimization for the example is performed by SimRun-
ner, which uses evolutionary algorithms. The objective 
function, shown below, focuses on reducing project dura-
tion and total idle time. 
 

Objective function =  
Minimize(Project duration + Total Idle Time) 
 
Project duration is the overall duration in days for 

this four four-building project. Total idle time is the sum 
of idle time in resources. This simple objective is used for 
the sake of illustration and simplicity so that audiences 
can easily interpret and compare the outcome from RSIT 
and the deterministic repetitive scheduling method 
(RSM). 

To optimize this repetitive project, the required input 
factors (or parameters) in SimRunner are {CLTi} for 
every resource, shown in Table 2. The default value and 
lower bound for each resource is set at zero, whereas the 
upper bound is set at Max(CLT), and their data type is in-
teger. 

Optimization parameters which are input to SimRun-
ner are shown in Table 3. Default options for the optimi-
zation profile and convergent percentage are used, which 
are “moderate” and 0.01 respectively. Although a larger 
number of replications is desired, SimRunner only allows 
100 replications per experiment. Run time is set at 2000 

hours, sufficient to cover the project in the worse delay 
scenario incurred by delaying the arrival of resources. 
Note that the working period for this project is eight hours 
per day, and five days per week. Finally, confidence level 
is set at 95. For more information about SimRunner, 
please see SimRunner User Guide (2002). 

6 RESULTS AND DISCUSSION 

Average values of project duration plus total idle time 
from a deterministic RSM and an optimized RSIT at dif-
ferent coefficients of variance are shown in Table 4. Six 
scenarios with different coefficients of variance are estab-
lished to investigate the effectiveness of RSM and to 
RSIT under different scenarios. 

For the deterministic RSM, resource arrival dates are 
derived from RSM schedule with a coefficient of variance 
of zero (SD = 0). These resource arrival dates are, then, 
used under the other five scenarios, where coefficient of 
variance ranges from 10% to 50%. Since deterministic 
RSM uses average durations in scheduling projects, it re-
sults in the same resource arrival dates even under differ-
ent variability. As shown in Table 4 for RSM, as variabil-
ity (coefficient of variance) in activity duration increases, 
idle time increases. This is because the schedule and time 
buffer are not changed according to the variability that in-
curs interruption between repetitive activities and idle 
time in resources. Increasing coefficients of variance re-
sults in greater idle time. However, project duration for 
RSM remains approximately the same because of the 
fixed resource arrival dates and characteristics of control-
ling sequence and repetitive activities in the late sequence 
steps. For the impact of controlling sequence, critical ac-
tivities on project duration in repetitive scheduling, see 
Harris and Ioannou (1998). 

Note that results from RSM in Table 4 show the ad-
verse effect of changes in variability toward idle time. 
From scenario 1 to 6, the ratios of total idle time and pro-
ject duration from RSM range from 0% to 63%. 

For the optimized RSIT, resource arrival dates are de-
rived from scenario 2 with 10% coefficient of variance. 
Then, they are used for the optimization of the rest of the 
scenarios to derive resource arrival dates for each sce-
nario; there is no change in CLTs and optimization op-
tions. The results from RSIT in Table 4 show that as vari-
ability increases, relaxing continuity constraints becomes  
more necessary in order to minimize project duration and 
idle time. This is also true in increasing idle time. Com-
paring results between RSM and RSIT, it is evident that 
maintaining and relaxing continuity benefit the overall 
project and idle time. 

Another benefit from optimized RSIT is that it pro-
vides more than one solution for each scenario. Rather 
than having only one solution, optimized RSIT provides 
several solutions close to the optimum solution shown in 

 
Table 3: Optimization and Simulation Options 

 
Option Selected Value 

Optimization Profile Moderate 
Convergence Percentage 0.01 
Replications per experiment 100 
Warm-up time (hr) 0 
Run time (hr) 2000 
Confidence level 95 

 
Table 4: Results from RSM and RSIT 

 
Project Duration + Total Idle 

Time 
(days) 

Scenario 
with differ-
ent sche-

dule 

Coefficient  
of 

Variance Deterministic 
RSM 

Optimized 
RSIT 

1 0   65 (65, 0) 70 (56,14) 
2 10   73 (65,8) 76 (61,15) 
3 20     81 (65,16) 77 (62,15) 
4 30     91 (66,25) 81 (66,15) 
5 40  100 (66,34) 87 (69,18) 
6 50  109 (67,42) 93 (71,22) 
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Table 4. This set of solutions could be used for further 
analysis in order to achieve a practical schedule that suits 
the company, the resource availability, and other consid-
erations. 

From Table 4, the ratios of idle time and project dura-
tion from the optimized RSIT range from 22% to 31%, 
while those of RSM range from 0% to 63%. This is be-
cause solutions from the optimized RSIT are derived from 
optimization of each scenario, resulting in different re-
source arrival dates for that specific scenario. In contrast, 
results from RSM are derived from the same set of re-
source arrival dates. Accordingly, to compare the solu-
tions from RSIT to RSM, RSIT solutions from each sce-
nario must be tested at other scenarios as well.  

Table 5 shows the results of the optimized schedule 
from RSIT at different scenarios, different coefficients of 
variance. Bold letters indicate the scenario from which the 
optimized schedule is derived. Ideally, the results ob-
tained from the schedule optimized specifically from that 
scenario should provide the best result, in terms of mini-
mizing the sum of project duration and idle time. For ex-
ample, schedule 3 derived from scenario 3 yields the best 
results compared to other schedule under scenario 3. This 
is also true for the schedule 3, 4, and 6 derived from sce-
nario 4, 5, and 6, respectively. 

However, the results in Table 5 show that the as-
sumption that the optimized RSIT schedule will give the 
best results under its scenario is not true for the optimized 
RSIT schedule for scenario 1 and 2 (schedule 1 and 2). 
Schedule 1 and 2 do not provide the best results under 
their scenarios, shown in Table 5. For example, under 
scenario 2 (10% coefficient of variance) the optimized 
RSIT schedule derived from scenario 3 and 4 performs 
better than the one derived from scenario 2 itself. This 
discrepancy is believed to be from the unexpected interac-
tion between the nature of repetitive projects, the em-
ployed optimization methodology, and the selected opti-
mization options. Remember that CLTs used to derive the 
schedules are the same and derived from scenario 2; 
therefore, it would have been expected that the optimized 
schedule derived from scenario 2 would, at least, provide 
the best result for scenario 2. Nevertheless, this is not the 
case. Further study must be carried, especially on optimi-
zation for repetitive projects and the selection of optimi-
zation options, in order to understand such situations and 
improve RSIT.  

Table 6 shows the ratios of idle time and project du-
ration. As mentioned, the increase in variability incurs 
greater idle time and also the ratios between idle time and 
project duration, since project duration is roughly the 
same.  Table 6 suggests that if an increase in variability is 
not taken into account while establishing the project sche-
dule and if it indeed occurs, idle time could change varia-
bly. On the other hand, a smaller ratio of idle time and 
project duration can be obtained if variability is actually 

less than expected. As shown in Table 6 for the RSIT so-
lution of scenario 6, if the coefficient of variance is 0% or 
10%, instead of 50%, the ratio of idle time and project du-
ration decreases from 31% (22 days) to 11% (8 days), 
while the expected project duration changes from 71 to 70 
days. 

Table 7 shows a simple comparison between sched-
ules derived from RSM and RSIT by subtracting the re-
sults (project duration plus idle time) from RSIT by RSM. 
The smaller the calculated value, the better the solution 
from optimized RSIT compared to deterministic RSM. If 
the coefficient of variance cannot be accurately predicted, 
however, known that it would range between 0% and 
50%, RSIT solution from scenario 4 should be used, since 
it gives the lowest average value of the subtraction be-
tween RSIT and RSM. 

Table 5: Results from RSM and RSIT 
 

Test with Coefficient of Variance 

0% 10% 20% 30% 40% 50% 

Optimized 
RSIT 

Schedule 
from 

Scenario Project duration plus idle time (days) 
1 (0%) 70 81 92 103 113 124 

2 (10%) 71 76 82 90 99 108 
3 (20%) 67 72 77 84 94 103 
4 (30%) 73 75 77 81 88 95 
5 (40%) 76 78 80 84 87 95 
6 (50%) 78 80 81 85 88 93 

RSM 65 73 81 91 100 109 
 

Table 6: Ratios of Idle Time and Project Duration 
 

Test with Coefficient of Variance 

0% 10% 20% 30% 40% 50% 

Optimized 
RSIT 

Schedule 
from 

Scenario Ratio of Idle Time and Project Duration (%) 
1 (0%) 25 43 60 77 94 111 

2 (10%) 18 24 34 46 59 73 
3 (20%) 12 17 25 35 51 64 
4 (30%) 11 13 17 22 31 41 
5 (40%) 12 14 17 21 26 37 
6 (50%) 11 13 15 19 24 31 

RSM 0 12 25 38 52 63 
 
Table 7: Comparison of Results between RSM and RSIT 
  

Coefficient of Variance (%) 
0 10 20 30 40 50 

Optimized 
RSIT 

Schedule 
from 

Scenario 

Results from RSIT minus RSM 
(days) 

Avg. 

1 (0%) 5 8 11 12 13 15 11.8 
2 (10%) 6 3 1 -1 -1 -1 0.2 
3 (20%) 2 -1 -4 -7 -6 -6 -4.8 
4 (30%) 8 2 -4 -10 -12 -14 -7.6 
5 (40%) 11 5 -1 -7 -13 -14 -6.0 
6 (50%) 13 7 0 -6 -12 -16 -5.4 
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7 CONCLUSION 

This paper introduced an alternative method for optimiz-
ing probabilistic repetitive projects in simulation, called 
relative start and idle time (RSIT). The method does not 
impose limitations on repetitive project scheduling prob-
lems nor does it implement auxiliary algorithms in the 
simulation model or code. Leaving the simulation model 
as intact as possible, the method focuses on determining 
effective input variables for optimization. It exploits the 
nature of repetitive activities and the advance in simula-
tion and optimization software in order to optimize the 
problem. In this paper, ProModel and SimRunner are used 
to illustrate the application of RSIT. The results show that 
the method can optimize the problems of probabilistic re-
petitive scheduling by maintaining and relaxing  resource 
continuity constraints in order to obtain an optimum solu-
tion. 
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