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ABSTRACT 

This paper focuses on a lot merging/splitting problem in a 
semiconductor wafer fabrication facility. In the fab, two or 
more lots can be merged into a single lot if routes and all 
the processing conditions of the lots are the same for a 
number of subsequent operations, and the merged lot is 
split into the original lots at the point where the routes or 
processing conditions become different. We suggest lot 
merging/splitting algorithms to reduce the total tardiness of 
orders and the cycle times of the lots. The suggested algo-
rithms are evaluated through a series of simulation experi-
ments and the result shows that the algorithms work better 
than a method used in a real fab. 

1 INTRODUCTION 

To survive in a competitive market environment in the 
semiconductor manufacturing industry, companies should 
operate their manufacturing facilities at the maximum ef-
fectiveness and efficiency. Innovation on production man-
agement is also needed for meeting customers’ demands, 
in terms of quantity and due date, and getting shorter lead 
time so that the companies can maintain or increase their 
market share. Especially, optimizing the operations of a 
system producing non-memory type products, such as sys-
tem LSI (large-scale integrated-circuits) and application-
specific integrated circuit (ASIC) products, is regarded to 
be harder than those producing memory-type products due 
to low-volume and high-variety characteristics. In this pa-
per, we consider a production scheduling and control prob-
lem in a semiconductor wafer fabrication facility (fab) pro-
ducing multiple product types. We focus on a lot 
merging/splitting problem and present lot merging/splitting 
algorithms for the objective of minimizing total tardiness 
of orders and the cycle times of wafer lots. 

 In the fab considered in this study, two or more lots 
can be merged into a single lot if routes and all the 
processing conditions of the lots, such as temperature and 
gas types, are the same for a number of subsequent opera-
tions. This merged lot needs to be split into the original lots 
at the point where the routes or processing conditions be-
come different. There is another condition for lot merging, 
the capacity constraint of a lot. That is, the number of wa-
fers to be included in a merged lot cannot exceed the ca-
pacity of a lot. Usually, in semiconductor fabs, wafers are 
processed in a lot of 25 wafers or less, which means the 
capacity of a lot is 25. In the fab considered in this study, 
30% to 50% of lots are composed of less than 25 wafers. 
Throughout the paper, we call lots containing 25 wafers 
full lots, and lots containing 24 or less wafers partial lots. 
Since partial lots contain smaller numbers of wafers, the 
processing time of a partial lot is shorter than that of a full 
lot on serial processing machines, such as metal implanta-
tion and photolithography, even for the same product type. 
However, the processing time of the two lots may be the 
same on batch-processing machines such as those for 
chemical etching and cleaning. 
 There have been a number of research articles on pro-
duction scheduling and control problems in semiconductor 
manufacturing systems, such as problems of lot release 
control, lot scheduling in serial-processing workstations, 
and batch scheduling in batch-processing workstations. 
Various lot release rules have been developed in many stu-
dies including those of Wein (1988), Glassey and Resende 
(1988) and Kim et al. (1998a). In these rules, information 
on the workload at a bottleneck workstation is used for lot 
release. In most previous studies on lot scheduling prob-
lems in wafer fabs, researchers focus on bottleneck 
workstations of the fabs, such as the photolithography 
workstation (Graves et al. 1983, Lou and Kager 1989, Lee 
et al. 1995, Min and Yih 2003, Yoon and Lee 2004, and 
Lin et al. 2005). Batch scheduling problems have been 
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dealt with in a few studies as well. For example, Glassey 
and Weng (1991) give a method for scheduling jobs of a 
single job family on a single batch-processing machine, 
and Fowler et al. (1992), Robinson et al. (1995) and Fow-
ler et al. (2000) deal with multi-product and multi-server 
cases.  
 Most of previous studies on production scheduling in 
semiconductor manufacturing systems have focused on ob-
jectives related to throughput, cycle time or equipment uti-
lization, but due-date related performance measures have 
not been considered very often in those studies except for a 
few as surveyed in Fowler et al. (2002). Kim et al. (1998b, 
2001) suggest dispatching-rule-based algorithms for lot re-
lease control and lot scheduling, and Kim et al. (2003) de-
velop a real-time scheduling method in a wafer fab, for the 
objective of minimizing tardiness of orders. Also, Jain et 
al. (2003) develop a generalized stochastic Petri net model 
for wafer fabrication and suggest a scheduling strategy 
based on the simulated annealing method, and Mason et al. 
(2004) propose strategies for rescheduling jobs in complex 
job shops. Recently, Kim et al. (2008) develop a method 
for lot-order re-assignment under the soft pegging strategy, 
in which lot-order assignment can be changed during the 
manufacturing process. 
 Research on lot merging/splitting in semiconductor 
manufacturing systems is very rare.  Liao et al. (1996) in-
clude a lot merging/splitting scheme in the formulation for 
scheduling problem in a semiconductor fabrication facility. 
However, they do not consider lot merging and splitting 
decisions for the development of a solution method. In this 
paper, we propose lot merging/splitting algorithms for the 
objective of minimizing the total tardiness of orders and 
cycle times of lots in a wafer fabrication facility that pro-
duces multiple product types. 

2 LOT MERGING/SPLITTING ALGORITHM 

Even though the product types of lots are different, lots can 
be merged into a single lot if the routes and the processing 
conditions of the lots are the same for a number of subse-
quent operations. Here, processing conditions denote those 
required for processing the operation, such as mask type, 
gas type, and processing temperature. We denote the wafer 
lots that can be merged together, i.e., those with the same 
processing conditions and the same next workstation to 
visit as a wafer group. (Therefore, merging can be done for 
the lots within the same wafer group.) If the routes or 
processing conditions become different in a later operation, 
the merged lot should be split into the original lots. Ma-
chines called sorters are used for merging or splitting those 
lots. The time required for merging or splitting is less than 
5 minutes, which can be considered negligibly short com-
pared to the processing time of operations, and hence it is 
not considered in this study. 

Merging of lots can be done before processing of lots 
relevant to the merging decision is started. Therefore, a 
merging decision is made when one of the machines in a 
workstation becomes available and there are multiple par-
tial lots of the same wafer group that can be processed on 
the machine. The merging decision is followed by a sche-
duling decision for determining a next lot to be processed 
on the machine. On the other hand, one does not have to 
consider splitting decisions, since merged lots are 
processed as a single lot until routes or processing condi-
tions of the wafers included in the merged lots become dif-
ferent. That is, the splitting decision for a merged lot can 
be made automatically from the information on the routes 
or processing conditions for the wafers included in the 
merged lots. 

In this study, we present several methods for determin-
ing whether partial lots waiting for a machine should be 
merged or not and how they should be merged. Before pre-
senting these methods, we first describe scheduling me-
thods to be used along with them. Basic concepts of these 
scheduling methods are also used in the methods for lot 
merging. In this study, it is assumed that the list scheduling 
method is used for scheduling in the fab as it is used prac-
tically in many fabs. In the list scheduling method, when a 
machine becomes available for processing a lot, a lot with 
the highest priority is selected among the lots that are 
available at the time and scheduled on the machine. One 
can reduce the cycle time or total tardiness by using good 
scheduling rules. We used scheduling rules given in Kim et 
al. (2001), ES/RW2 for lot scheduling at serial-processing 
workstations and MDBH for making batching and schedul-
ing decisions, which showed good performance in terms of 
due-date related performance measures. 

In ES/RW2, priorities of the lots are determined by es-
timated slack time per remaining work, and the operation 
due date is given to each operation considering its remain-
ing work, not to each lot or order that includes the opera-
tion. In MDBH, when a (batch-processing) machine be-
comes available, wafer lots of a product family with the 
least average slack are selected for batching. If the number 
of the lots in the queue is greater than or equal to the batch 
capacity of a machine, a full batch is formed with the lots 
that have smaller slack values. Otherwise, two batching al-
ternatives are considered: forming a batch with lots cur-
rently waiting in the queue and forming a batch with those 
lots and an additional lot that is expected to arrive first. Be-
tween two batching alternatives, the alternative with the 
least total weighted waiting time is selected and scheduled. 
See Kim et al. (2001) for more details of these rules. 

In this study, we try to improve the productivity of a 
fab by reducing the number of lots that need to be 
processed through lot merging/splitting, since the total 
processing time is affected by the number of lots, especial-
ly on batch-processing machines, and generally it is easier 
to deal with a smaller number of processing units. We de-
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velop four algorithms for merging partial lots that are wait-
ing in a queue for being processed on a workstation. 
 Algorithm 1. First fit decreasing algorithm (FFD): 
This algorithm is adopted from the one used for bin-
packing problems, the problems of packing a given set of 
items of different sizes into bins for a certain objective. 
Here, partial lots are regarded as items and merged lots are 
regarded as bins with the capacity of 25 wafers. In this al-
gorithm, partial lots in a group are sorted in a non-
increasing order of the sizes of the lots, and then according 
to this order, partial lots are included one by one in the 
lowest indexed bin (merged lot) with enough remaining 
capacity. 
 Algorithm 2. MDBH-FFD: This algorithm employs 
the basic concept used in MDBH (described above) of Kim 
et al. (2001). When a machine becomes available, wafer 
lots of a product family with the least average slack are se-
lected for merging. If the number of wafers of the lots in 
the queue is greater than or equal to the capacity of a lot, 
those lots are merged into a new lot with algorithm FFD. 
Otherwise, two alternatives for lot merging are considered: 
merging lots currently waiting in the queue and merging 
those lots and an additional lot that is expected to arrive 
first. Between the two alternatives, the alternative that re-
sults in the least total weighted waiting time is selected for 
merging. 
Algorithm 3. Knapsack-problem-based algorithm 1 (KS-1): 
Lots to be merged are selected by solving the following 
knapsack problem with the objective of minimizing the 
sum of waiting times of the lots. Only partial lots waiting 
in the queue are included in the knapsack problem. 

Maximize ∑
=

m

i
ii xw

1
 

 subject to ∑ ≤
m

i
ii bxa  

   xi ∈ {0, 1} for all i 
Here, m is number of lots waiting in the queue, wi is the 
waiting time of lot i, i.e., the interval between the time 
when lot i arrived at the workstation and the time when the 
merging decision is made, ai is the size of (the number of 
wafers included in) lot i, b is the capacity of a lot, and xi is 
the decision variable, which is equal to 1 if lot i is selected 
to be merged, and 0 otherwise. 
 Algorithm 4. Knapsack-problem-based algorithm 2 
(KS-2): This algorithm is identical to KS-1 except for the 
objective function of the knapsack problem. In this algo-
rithm, the objective function to be maximized is set to 
∑ =

m
i ii sx1 / , where si is the ES/RW2 value of lot i, which 

is the value of the priority function used in the ES/RW2 
rule for scheduling at the serial-processing workstation 
(Kim et al. 2003). The lot selected by ES/RW2 rule has 
less slack time and larger remaining work. That is, the 
ES/RW2 values can be considered to represent the urgen-
cies of the lots, and hence in this algorithm, more urgent 

lots are merged together at earlier time.  
After lots are merged into a single lot using the algo-

rithms, the due date of the merged lot is set to the earliest 
due date of the lots included in the merged lot. As stated 
earlier, when a machine becomes available for processing, 
partial lots waiting for the machine are considered for 
possible merging and then a lot is selected for processing 
among full lots and merged lots as well as partial lots (that 
have not been merged) using the scheduling rules. Also, 
for scheduling decisions at serial-processing workstations, 
the ES/RW2 value of the merged lots is calculated as the 
minimum value of ES/RW2 of the lots included in the 
merged lot. Note that only when the merged lot is selected 
for being processed in the scheduling algorithm, the partial 
lots are actually merged and processed. 
 The overall procedure for lot merging and scheduling 
suggested in this study can be summarized as follows. This 
procedure is executed when a machine becomes available. 
 Procedure 1. (Lot merging and scheduling) 
Step 1: Select a set of partial lots to be merged to a single 

lot by using one of the above four algorithms for 
each wafer group that can be processed on the ma-
chine. The lots selected to be included in merged 
lots are not actually merged yet at this point. If the 
machine is a serial-processing machine, go to step 
2. Otherwise, (if the machine is a batch-processing 
machine) go to step 3. 

Step 2: (for serial-processing machine) Select a lot with the 
minimum ES/RW2 value among all available full, 
merged or partial lots. Go to step 4.  

Step 3: (for batch-processing machine) Apply the MDBH 
algorithm to all available full, merged or partial lots 
to make a batching and scheduling decision. 

Step 4: If a merged lot is selected for processing in step 2 
or if merged lots are included in the batch in step 3, 
perform merging the partial lots which are selected 
for merging in step 1, and process the merged lot in 
the machine. Otherwise, process the selected full 
lot or the selected partial lot, and the merging deci-
sion in step 1 is ignored. (No lots are merged in this 
case.) 

3 SIMULATION EXPERIMENT 

The performance of the lot merging/splitting algorithms 
suggested in this study is evaluated through simulation ex-
periments. For the experiments, we generated problem in-
stances based on data of a real fab in a semiconductor 
manufacturing company in Korea. The following summar-
ize information of the real fab as well as wafers and orders 
used in the simulation model. 

1. Eight workstations were included in the model: chemi-
cal/mechanical polishing, chemical vapor decomposi-
tion, diffusion, dry etching, implantation, photolithogra-
phy, sputter, and cleaning, each with multiple parallel 
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machines. There are 501 machines, and 196 machines 
of them are batch processing machines. 

2. There are 1100 different product types. 
3. The size of (the number of wafers for) an order ranges 

from 25 to 300 wafers. 
4. The processing time for a product (wafer) on a machine 

ranges from 5 to 240 minutes. 
5. The number of operations required for a product ranges 

from 121 to 266. 
6. Each product is composed of 10 to 15 layers of circuits, 

and hence, each wafer lot should visit workstations up 
to 10 to 15 times. 

7. About 30% of the lots are partial lots. 
In the simulation model, it is assumed that orders for 

approximately 3000 wafers arrive in each day, as in the 
real fab. The due date of order k, dk, was given as 

dk = ak + Pk ⋅TN(2.184, 0.742; 1.1, ∞), 
where ak is the time when order k arrives, Pk is the sum of 
processing times of all operations for the order and 
TN(m,v;l,u) is a random number generated from a trun-
cated normal distribution with mean m, variance v, lower 
limit l, and upper limit u. The lot sizes of the partial lots 
were randomly generated from the discrete uniform distri-
bution with range, [1, 24]. 

As the method for releasing lots into the fab, a rule 
suggested in Kim et al. (2001), named the order slack rule 
(OS), was used for selection of a lot to be released, and the 
uniform release rule (UNIF), as given in Glassey and Re-
sende (1988), was used for determining the time when the 
selected lot is to be released. In OS, a lot with the highest 
priority is released into the fab first. The priority of lot j is 
computed as 

d'j – Qj – t – Wj – β⋅Nj, 
where d'j is the due date of lot j, Qj is the sum of processing 
times of all operations for lot j, Wj is an estimated total 
waiting time of lot j at the bottleneck station, Nj is the 
number of lots required for the order associated with lot j, 
and β is a parameter used in the release rule. In the simula-
tion, β was set to 10 (after tests on several candidate val-
ues). Also, in UNIF, a selected lot is released into the fab 
in a constant rate (up to 3000 wafers a day) regardless of 
the current systems states. (Note that a rule with the same 
basic concept as that of UNIF is used in the fab considered 
in this study.) In the simulation experiments, we used 
scheduling rules given in Kim et al. (2001), ES/RW2 for 
lot scheduling at serial-processing workstations, and 
MDBH for scheduling at batch-processing workstations, 
since they showed good performance in terms of due-date 
related performance measures.  

To evaluate the performance of the merging/splitting 
algorithms suggested in this research, we obtained bench-
mark solutions using the merging/splitting method used in 
the semiconductor wafer fab considered in this research. In 
the fab, the scheduling decision is made prior to the lot-
merging decision. That is, when a machine becomes avail-

able, a lot is selected first with a scheduling rule. If the se-
lected lot is a partial lot, another lot of the same wafer 
group as that of the selected lot is selected for merging in 
such a way that the size of the resulting merged lot be-
comes closest to 25 after merging. This algorithm will be 
denoted as REAL in this paper. To compare the perfor-
mance of the merging methods only (not the scheduling 
rules), we use the same scheduling rule for all the merging 
algorithms/method. Therefore, ES/RW2 is used in REAL 
as well in the tests.  

The tests include five merging algorithms/method, 
FFD, MDBH-FFD, KS-1, KS-2 and REAL. The simulation 
model was coded with Factor/AIM, a simulation software 
package developed by Pritsker Corporation, with addition-
al user codes written in the C programming language. The 
simulation experiments were performed on a personal 
computer with a Pentium IV processor operating at 
3.2GHz clock speed. In each simulation run, the period of 
6 months was simulated and results of the last 5 months 
were used for comparison. We considered two scenarios 
corresponding to the ratio of partial lots to all lots. In the 
 

Table 1: Results of tests on scenario 1 
 

Merging 
Algorithm 

% reduction† 

cycle time Total 
tardiness 

number of 
scheduled lots 

REAL 4.3 0.8 0.5 
FFD 8.1 2.9 3.5 

MDBH-FFD 8.0 10.7 3.5 
KS-1 9.5 24.9 3.4 
KS-2 9.1 31.6 3.4 

 
  

Table 2: Results of tests on scenario 2 
 

Merging 
Algorithm 

% reduction† 

cycle time Total 
tardiness 

number of 
scheduled 

lots 
REAL 6.1 0.8 0.6 
FFD 10.1 0.5 4.3 

MDBH-FFD 10.1 11.5 4.3 
KS-1 11.5 26.3 4.1 
KS-2 10.9 33.8 4.2 

 
first scenario, which represents the current states of the fab, 
30% of the lots are partial lots, while 40% of the lots are 
partial lots in the second scenario. 
 Results of the simulation experiments are given in 
Tables 1 and 2, which show the percentage reduction of   
(average) cycle times of the lots and tardiness of the orders 
from the result of the case in which lot merging/spitting has not 
been done. It took about 2 hours for one simulation run. The 
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cycle time of a lot is estimated by the difference from the 
release time to the completion time of the lot regardless of 
lot merging/splitting during the processes. In addition, the 
tables also show the percentage reduction of the number of 
the lots, merged and original ones, that have been consi-
dered for scheduling from that should have been consi-
dered for scheduling without lot merging/spitting. Results 
for the two scenarios were almost the same. All the pro-
posed algorithms showed better performance than REAL. 
This may be because more than two partial lots can be 
merged into one lot in the proposed algorithms, while no 
more than two partial lots can be merged into one in 
REAL. 
 Results on the cycle times of the lots were not much 
different for all the suggested merging algorithms, and nei-
ther were the numbers of the lots considered for schedul-
ing. However, among the proposed algorithm, KS-1 
showed a better performance than others in the measure of 
the cycle time of the lots. This may be because waiting 
times of lots in a queue are used in the objective function 
of the knap-sack problem, and hence lots that have waited 
for longer time in the queue tend to be merged together and 
processed earlier. On the other hand, the differences in the 
total tardiness of the orders among the proposed merging 
algorithms are more apparent. KS-2 worked best, followed 
by KS-1. Note that in KS-2 the slack time over remaining 
work is used in the objective function and hence more ur-
gent lots, those with smaller value for this ratio, tend to be 
merged and processed earlier. 

By applying the merging/splitting operations when 
needed or when possible, one can obtain better results. Al-
so, the tables show that the merging algorithms suggested 
in this study outperformed the method currently used in the 
real fab in both performance measures, total tardiness and 
flow time (cycle time). In addition, comparison of the re-
sults of the two scenarios showed that when there are more 
partial lots, the outperformance of the suggested lot merg-
ing algorithms over the method currently used in the fab 
became clearer as can be seen from Figure 1. This may be 
because there are more lots that can be considered for 
merging and in such circumstances, effects of merging me-
thods become more significant. However, the results for 
throughput were not much different for all the suggested 
merging algorithms and for the two scenarios. This may be 
because the fab produces wafer lots under the make-to-
order policy, that is, wafer lots are produced up to the order 
quantities only even though more wafers can be produced 
in the fab. 
 

 
Figure 1: Performance of the merging algorithms for dif-
ferent scenarios 

4 CONCLUDING REMARKS 

In this paper, we suggested lot merging algorithms to re-
duce the total tardiness of orders and the cycle times of lots 
in a semiconductor manufacturing fab facility. Results of 
comparison with a method currently used in real fab 
showed that a knapsack-problem-based algorithm showed 
the best performance among the algorithms for the measure 
of tardiness of orders, and another knapsack-problem-
based algorithm worked best for the measure of cycle 
times of the lots. The results also show that by merging the 
lots with the same route and the same processing condi-
tions, we can reduce not only the number of lots that need 
to be processed but also the cycle time of lots and total tar-
diness of orders can be reduced. As the effect of merging 
becomes more significant when there are more partial lots, 
the suggested merging algorithms may be more effective in 
cases in which there are more orders to be processed and/or 
there are more product types to be processed in a fab. 
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