
 
 

ABSTRACT 

It is well known from queueing and simulation models that 
cycle times in capacitated production systems increase 
nonlinearly with resource utilization, which poses consi-
derable difficulty for the conventional linear programming 
(LP) models used for this purpose. Hung and Leachman 
(1996) propose a highly intuitive iterative approach where 
a detailed simulation model of the production facility is 
used to estimate flow time parameters used in an LP model 
We examine the convergence of this method under differ-
ent experimental conditions, and conclude that it is hard to 
determine precisely when the method converges.  

1 INTRODUCTION 

 The purpose of production planning is to match the 
output of production facilities to market demand in a man-
ner that optimizes some performance measure for the firm. 
The basic actionable decision is the timing of material re-
leases into the plant so that output meets customer demand 
in a timely fashion. This requires knowledge of the cycle 
time of the production facility, the time elapsing between 
the release of work into the plant and its emergence as fi-
nished product that can be used to meet demand. However, 
queueing models (e.g., Hopp and Spearman (2001); Buza-
cott and Shanthikumar (1993)) have shown that average 
cycle times will depend on the resource utilization, which 
is determined by the material release decisions made by the 
planning models. This creates a circularity that lies at the 
heart of the production planning field. 
 Semiconductor wafer fabrication facilities (fabs) are 
particularly exposed to this circularity for several reasons. 
Firstly, the capital intensive nature of the equipment re-
quires the system to operate at high utilization levels to be 
financially viable, resulting in highly nonlinear relation-
ships between resource utilization and cycle times. In addi-
tion, the production processes are complex, involving hun-
dreds of unit operations and complex reentrant product 

flows, where lots of wafers visit the same equipment 
groups multiple times at different stages of their process-
ing. Hence an effective production planning system must 
explicitly account for the cycle times, and the fact that 
small variations in resource utilization, due to small 
changes in work release patterns, may cause significant 
variation in cycle times. The estimates of cycle times used 
in production planning are referred to as lead times or flow 
times; we will use both terms interchangeably in this paper. 
A review of the semiconductor manufacturing process and 
its main complexities is given by Uzsoy et al. (1992). 
 Hung and Leachman (1996) have proposed an ele-
gantly intuitive solution to this difficulty: an iterative algo-
rithm that alternates between an LP model for production 
planning, which takes flow time estimates as inputs and de-
termines a profit-maximizing release pattern over the plan-
ning horizon; and a detailed simulation model of the pro-
duction facility, which takes as input the release pattern de-
termined by the LP model and returns estimates of the flow 
times that would be realized by the facility under that re-
lease pattern. The new flow time estimates are then input 
into a new LP model, and the procedure iterates until some 
convergence criterion is satisfied. They apply their ap-
proach to an industrial data set, and report that the proce-
dure converges according to their criteria. In a subsequent 
paper (Hung and Hou (2001)), they replace the simulation 
model with a queueing model and an empirical model for 
flow time estimation to reduce the computational burden 
due to the simulation model. 
 In this paper we report the results of an exploratory 
study of the convergence behavior of the HL procedure. 
We use a scaled-down model of a semiconductor wafer fa-
brication facility developed by the third author from indus-
trial data and used extensively in previous research (Kay-
ton et al. (1997); Barua et al. (2005)) as the testbed for the 
approach. Results indicate that while at low utilization the 
HL procedure produces very similar solutions at each itera-
tion, at high utilization levels it is difficult to propose an 
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objective, quantitative convergence criterion due to unpre-
dictable oscillatory behavior between iterations.  
 In the following section we give a brief review of pre-
vious related work, focusing on attempts to model work-
load-dependent lead times in the production planning con-
text. We then describe the HL procedure in detail, followed 
by a description of the testbed wafer fab used in our ex-
periments. The design of our experiments is discussed in 
Section 4, followed by the results in Section 5. We con-
clude the paper with a summary and some directions for 
future research. 

2 PREVIOUS RELATED WORK 

 Efforts to address the problem of workload-dependent 
lead times in production planning can be grouped under 
two main headings. The first of these are methods that as-
sume lead times to be exogeneous parameters that are in-
dependent of resource utilization. These approaches, which 
in-clude the widely used Material Requirements Planning 
(MRP) procedure (Vollmann et al. (2005); Orlicky (1975)) 
and most LP models (e.g., Hackman and Leachman 
(1989); Johnson and Montgomery (1974); Voss and Woo-
druff (2003)), generally results in computationally tractable 
models whose accuracy at high utilization levels is ques-
tionable, especially under conditions of varying demands 
and workloads. 
 The second approach has been to use either a detailed 
scheduling algorithm (e.g., Dauzere-Peres and Lasserre 
(1994)) or a simulation model to verify that the release pat-
tern proposed by the planning model does indeed result in 
a feasible production schedule. This approach generally 
captures the queueing behavior of the production resources 
quite accurately, but does not scale well to large systems 
due to the computational and data requirements of the de-
tailed models of the shop floor it requires.  
 This latter approach has formed the basis for a number 
of approaches that combine LP and simulation models in 
an iterative manner. The procedure by Hung and Leach-
man (1996) which is the focus of this paper appears to be 
the best known of these. Hung and Hou (2001) examine a 
variant o the HL procedure where a queueing model is 
used to replace the simulation model in the interest of 
computational efficiency. However, other authors have 
proposed a number of variations that differ both in the spe-
cific LP formulation used and the information passed be-
tween the LP and simulation models. Byrne and Bakir 
(1999) propose an iterative LP-simulation approach where 
the results of the simulation model are used to update the 
right hand sides of the capacity constraints in a given pe-
riod based on the realized resource utilization during that 
period; they extend the approach in Byrne and Hossain 
(2005). Kim and Kim (2001) propose a modification to the 
approach of Byrne and Bakir (1999). In all these papers, 
computational results are presented for a very small set of 

examples and a limited range of experimental conditions. 
Byrne and Bakir (1999), Byrne and Hossain (2005), and 
Kim and Kim (2001) use a small automated production 
system consisting of several machines linked by an auto-
mated conveyor, raising the question of how their proce-
dures will perform in larger, more complex systems. Hung 
and Leachman (1996), on the other hand, use a single in-
dustrial data set for a large semi-conductor wafer fab. Al-
though they conduct sensitivity analyses on the presence of 
randomness due to machine failures, a limited set of expe-
riments is conducted, presumably due to the time-
consuming nature of the experimentation (which we can 
vouch for from personal experience!) 
 In recent years a number of authors have proposed al-
ternative models that capture the nonlinear relationship be-
tween resource utilization and workload explicitly. These 
approaches include the addition of a nonlinear term repre-
senting the cost of work in process inventories (WIP) to the 
objective function (e.g., Voss and Woodruff (2003)); con-
straints based on nonlinear clearing functions which relate 
the expected WIP level in a planning period to the ex-
pected output (e.g., Asmundsson et al. (2006); Karmarkar 
(1989); Missbauer (2002)); and enhanced LP formulations 
(e.g., Spitter et al. (2005); Lautenschlager and Stadtler 
(1998)). Extensive reviews of this work are given by Miss-
bauer and Uzsoy (forthcoming) and Pahl et al. (2005). 
 This paper extends previous work by systematically 
examining the performance of the HL procedure under dif-
ferent experimental conditions, specifically the level of uti-
lization at the bottleneck resource, the cost structure used 
in the LP model, and the implementation of the iterative 
algorithm. We examine the convergence behavior of the 
procedure with a view to developing simple, practical 
guidelines for when the procedure can be terminated with 
some confidence of having reached a good solution. We 
present a more detailed discussion of the HL procedure in 
the next section. 

3 THE HUNG-LEACHMAN (HL) PROCEDURE 

3.1 The Linear Programming Model 

 The HL procedure follows the conventional LP ap-
proach of dividing the planning horizon, the time interval 
over which decisions are to be made, into discrete planning 
periods. The production process for a product is repre-
sented as a series of operations; due to the reentrant rout-
ings in wafer fabs, multiple operations may use the same 
equipment. The model used is essentially the Step-
Separated formulation of Leachman and Carmon (1992), 
which requires the estimated lead times Fgl required for a 
lot of product g to reach operation l after being released in-
to the plant. However, instead of fixed lead times that re-
main constant over the entire planning horizon, the authors 
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associate values of the lead time parameters with the start 
of each planning period. In the following p=0 is the start of 
period 1, p=1 is the start of period 2, etc., that is, a time 
unit is the period length. The lead time parameters Fgpl, 
which may take fractional values, denote the expected time 
required for a lot of product g to reach operation l if the lot 
reaches operation l at the end of period p (i.e., at time p). In 
our experiments a planning period was defined to be seven 
days.  Given the lead times, the loading of the produc-
tion resource in period p is defined by releases occurring in 
the time interval Q = [(p-1)- Fg,p-1,l, p- Fgpl], assuming 
planning period p starts at time (p-1). The crux of the for-
mulation is relating the resource loading Ygp by product g 
in period p to the amount of product g released over time. 
We shall use the following notation: 

 
τg,p : number of working days for wafer type g from start of 
period 1 (time 0) until the end of period p,  p=1,2,…,P. 
[τ]+ : smallest index p such that τg,p> τ. 
Fg,p,l : the expected flow time from wafer release to opera-
tion l, occurring at epoch τg,p. 
Fg,p : the expected flow time from wafer release to finish, 
occurring at epoch τg,p. 
Ygpl : wafer quantity consuming machine hours at opera-
tion l for wafer type g in period p. 
Ygp : wafer output quantity for wafer type g in period p. 
Xgp : wafer release quantity for wafer type g in period p. 

[ ]+−−
− −= lpgpg Fp ,1,1,τ        (1) 

[ ]++ −= lpgpg Fp ,,,τ        (2) 
 
There are two cases to consider here. In the first, simpler 
case, the time interval Q lies within a single planning pe-
riod, and the amount Ygpl of product g loading resources at 
operation l in period p is given by 
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If, on the other hand, the time interval Q spans multiple 
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            (4) 
The LP formulation meximizes profit subject to constraints 
on material flow and resource capacities. An artificial final 

period with length equal to the longest flow time over the 
horizon is added to ensure that an appropriate ending con-
dition is achieved. We use the following notation: 

 
Decision Variables: 
Xgp : wafer release quantity for wafer type g in period p. 
Igp: units of product g in finished goods inventory at the 
end of period p. 
Bgp: units of product g backlogged at the end of period p. 
 
Parameters: 
aglk :average machine hours of machine type k used in op-
eration l of wafer type g. 
Ckp : hours of mahine type k available in period p. 
vgp:Unit revenue from product g in period p 
cgp: Unit incremental production cost of product g in pe-
riod p. 
hgp: Unit inventory holding cost for product g in period p. 
bgp: Unit backlogging cost for product g in period p.  
dgp :Demand for wafer type g in period p. 
fpg :First time period in which output of wafer type g is ob-
tained. 
zpg :First frozen period of wafer type g. The production 
rates after this period will be set equal to the rate in this 
period in order to satisfy the steady-state horizon condi-
tion. 
spg :Earliest nonpositive period number in which current 
WIP would have started considering the assumed flow 
times. 
Xgp :Equivalent wafer releases generating the current WIP 
status of wafer type g, defined in periods before the start of 
the planning horizon, p=0,-1,-2,…,- spg 

gpB : upper bound on backlogs for wafer type g in period p. 
 
The complete formulation is as follows: 
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Subject to: 
1) Resource Capacity: 

kp
Gg

l

l

l
gpglk CYa

g
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∈ =1

 p=1,…,P+1  for all k א K 

 
2) Demand Equations: 

∑
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1
 g א  G, p=fpg 

gpgpgppgpggp dBIBIY =+−−+ −− 1,1,  

g א  G, p=fpg+1,…,P-1 
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gpgppggp dBBY =+− −1,  g א  G, p=P,…,P+1 
 
3) Variable Nonnegativity: 

0≥gpX    g א  G, p=1,…,zpg 

0≥gpI     g א  G, p=1,…,P-1 

0=gpI    g א  G, p=P,…,P+1 

gpgp BB ≤≤0   g א  G, p=1,…,P+1 
 
Details of the formulation are in Hung and Leachman 
(1996) and  Leachman and Carmon (1992). The LP model 
was implemented in the OPL Version 5.5 language by 
ILOG <www.ilog.com/products/oplstudio>  
and run on a Intel PC with a Intel(R) Core(TM) 2 CPU 
6700 2.66 GHz processor and 2GB of RAM, under MS 
Windows XP Professional. 

3.2 The Simulation Model 

The re-entrant bottleneck system was built with attributes 
of the real-world fab environment.  The major characteris-
tics of wafer fabrication, including a re-entrant bottleneck 
process, unreliable machines, batching machines, and mul-
tiple products with varying process routings are included in 
the model.  The model was built by defining a distinct re-
entrant bottleneck representing the photolithography 
process.  The processing times for all other stations were 
scaled to the bottleneck processing time so that no non-
bottleneck station would have a utilization approaching 
that of the bottleneck. The model has batching stations ear-
ly in the process, representing the furnaces which perform 
the diffusion and oxidation processes.  The minimum batch 
size required is two lots and the maximum batch size is 
four lots.  The batching stations can be loaded with any 
product lot mix, that is, a batching station can run lots of  
one type of product or many product types at one time.  
The remaining stations process one lot at a time. 
 The simulation model is made up of 11 stations, each 
with one server except the bottleneck station (Station 4) 
that has two servers. The processing times for the stations 
are lognormally distributed with the standard deviation less 
than or equal to 10 percent of the mean. The low process 
variance is representative of automation and tight process 
specifications encountered in the semiconductor industry. 
There are three products produced in the system with dif-
ferent complexity.  Product 1 has 22 process steps includ-
ing 6 visits to the bottleneck station.  Product 2 has 14 
process steps with 4 visits to the bottleneck station.  Prod-
uct 3 has 14 process steps and does not visit the bottleneck, 
but instead visits Station 11.  The system is required to 
produce a product mix in proportions of 3:1:1 of Product 1, 
2, and 3 respectively. 

  In the model, there are two unreliable stations that 
create most of the starvation at the bottleneck.  One station 
is visited only once by each product early in the process 
routings; for simplicity, we shall refer to this station as the 
“Single Entry Machine”.  The second unreliable station a 
station that is visited multiple times by the products and 
occurs later in the processing steps. This station is repre-
sentative of a Chemical Vapor Deposition (CVD) process 
that is capable of producing a high output very quickly.  
This station will be referred to as the “Multiple Entry Ma-
chine”.  These two unreliable stations have the ability to 
produce a lot of product in a very short period of time but 
can starve the bottleneck due to poor availability. In our 
experiments, we just considered the failures at Machine 3 
and Machine 7 and ignored the failures at the other ma-
chines. A detailed description of the model and the process 
flows can be obtained from the third author on request. 
 Lots are dispatched in First-in-First-Out order on all 
machines. The simulation model was implemented in Are-
na Version 10.0 <www.arenasimulation.com>, and 
integrated with the LP model using Excel and a number of 
Visual Basic scripts.  

3.3 The Iterative Procedure 

Given the LP formulation and the simulation model   
above, the HL procedure can be stated as follows: 
 
Algorithm HL: 
Step 1: Set k = 1; MaxIT = 30; obtain initial flow time es-
timates 0

gplF .Set 0
gpl

k
gpl F=φ . In our experiments the 

0
gplF  were obtained from a steady state simulation run with 

releases set equal to period demand for each product. 
Step 2: Solve the LP model using the flow time estimates 

k
gplF  to obtain the material release schedule k

gpX . 
Step 3: Assuming the releases in each period are uniformly 
distributed over the period, use five independent replica-
tions of the simulation model to estimate the flow times 

k
gplF . The mean of the sample values obtained from the 

simulation replications is used as the estimator. The releas-
es suggested by the LP model are rounded to integer quan-
tities, and any additional lots thus generated (due to the dif-
ference between fractional and rounded values of the  

k
gpX ) are distributed evenly over the planning horizon to 

minimize their disruptive effects. 
Step 4: If k < MaxIT, set k = k+1, 

1)1( −−+= k
gpl

k
gpl

k
gpl FF ααφ , where 0 ≤ α ≤ 1 is a user-

defined smoothing constant, and go to Step 2. Otherwise, 
stop. 
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 The number of simulation replications was selected 
based on a tradeoff between the need to obtain some statis-
tical precision in our estimates of the flow times, while 
keeping the computational burden of the overall iterative 
procedure within reasonable limits. In the following sec-
tion we describe the design of the computational experi-
ments, and then proceed to present our results.  

4 EXPERIMENTAL DESIGN 

Our objective in this paper is to explore the behavior of the 
iterative HL procedure under a broader range of experi-
mental conditions than those hitherto studied, with a par-
ticular interest in examining the convergence behavior of 
the procedure. It should be noted that there are several dif-
ferent potential ways of defining the convergence of this 
algorithm. In the original work, Hung and Leachman re-
quire the Mean Absolute Deviation of the average flow 
time across all products to be within 5% from one iteration 
to the next, but this leaves open the possibility of fluctua-
tions in the flow times of each product that cancel out 
across products but can cause significant differences in the 
realized output. A more stringent criterion would be to re-
quire the Mean Absolute Deviation of flow times for  all 
individual products to be below some tolerance. A less 
demanding approach would require the objective function 
values of the LP at successive iterations to converge to ze-
ro. Clearly a number of other criteria are possible. 
 In our description of the HL procedure above, we have 
based our convergence criterion of a maximum number of 
iterations (30 in our case). This decision is due to the fact 
that in preliminary experiments we were unable to obtain 
unambiguous convergence with any criteria except that of 
the LP objective function values. Our experiments were 
designed to examine the effects of three different factors 
on the performance of the HL procedure: 
 
Smoothing Constant: The original HL procedure uses α=1, 
which might result in significant oscillations if the simula-
tion model returns significantly different flow time esti-
mates at successive iterations. To this end we consider ex-
periments with α values of 1, 0.5 and 0.2 to see whether a 
smoothing scheme is able to mitigate some of the oscillato-
ry behavior observed between iterations. 
 
Bottleneck Utilization: It is well known from queueing 
theory that the nonlinear relationship between resource uti-
lization and flow times becomes more severe at high utili-
zation levels. Hence one would expect an LP model using 
fixed, exogeneous flow time estimates to perform well at 
low utilization levels, but to degrade in performance at 
higher utilization. Hence we experiment with two bottle-
neck utilization values of 0.5 and 0.9. The utilization level 
is achieved by varying the demand of all products while 
maintaining the 3:1:1 product mix required by the testbed. 

In order to test the algorithm under favorable conditions, 
we maintain the demand constant across the planning hori-
zon of 14 periods. Both the LP model and the simulation 
model are initialized with work in process levels obtained 
from a steady-state simulation made with the same demand 
levels and with releases equal to demand in each period. 
 
Backorder and Inventory Costs: Examining the LP model 
above, it is apparent that when the revenue is much higher 
than the other costs, as is the case in practice, the greater 
part of the objective function value is determined by the 
demand level – the model will try to produce output that 
meets demand as far as possible, and inventory and back-
order costs represent a relatively small fraction of the total 
value. Thus one might hypothesize that if inventory hold-
ing and backorder costs are of similar magnitude, there 
may exist many alternative LP solutions with very similar 
objective function values, yielding quite different release 
schedules which would affect factory performance but not 
necessarily the LP objective  function value. To this end, 
we examine two cases, one where backorder cost is slightly 
higher than inventory holding cost, and another where 
backordering is more than twice as expensive  as holding 
inventory.  
 Thus we have a total of twelve algorithm runs (3 x 2 x 
2) in our experiment. For ease of reference, we shall denote 
each by a triple (u, α, bgp), denoting the bottleneck utiliza-
tion, the value of the smoothing parameter, and the value 
of the backorder cost, respectively. 
 

Table 1: Experimental Design. 
Factor Levels 

Smoothing Parameter α 1 ,0.5, 0.2 
Bottleneck utilization 0.5, 0.9 
Backorder costs (bgp) (20, 40) 

5 EXPERIMENTAL RESULTS 

 We shall focus our discussion on the convergence be-
havior of the HL procedure. We must emphasize that these 
results are exploratory in nature, and will require further 
experiments and analysis before firm conclusions can be 
reached. However, we believe they provide some useful 
insights, highlighting the difficulty of determining an ob-
jective, quantitative convergence criterion for this type of 
procedure. 

Since the results obtained at low bottleneck utilization 
did not exhibit major changes from iteration to iteration, 
we focus on those for the high utilization case. 

Given the highly nonlinear relationship between flow 
times and utilization suggested by queueing theory (e.g., 
Hopp and Spearman 2001), we would expect serious diffi-
culties under this situation; the LP model’s ability to 
represent the actual behavior of the capacitated production 
resources is likely to be quite poor, especially at the bottle-
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neck resources. Our base case for this discussion is the 
(0.9, 1.0, 20) case, as shown in Figures 1 and 2 below. 
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Figure 1: MAD of LP Objective for (0.9, 1.0, 20) Case 
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Figure 2: MAD in Product Flow Times for (0.9, 1.0, 
20) Case 
 
These results are again discouraging in terms of con-

vergence. The MAD of the LP objective has quite low va-
riability for the first 12 iterations, but then begins to oscil-
late strongly. Figure 2 shows that in the same set of 
iterations, the flow time estimates the product with large 
number of bottleneck visits varies quite significantly; 
MADs are now up to 80% from one iteration to another, 
despite the MAD of the LP objective being less than 10%.  

Figures  3 and 4 show the effects of smoothing on this 
case (the (0.9, 0.2, 20) scenario), while Figures 5 and 6 
present those for the smoothed case with high backlog cost 
(the (0.9, 0.2, 40) scenario). The smoothing approach does 
seem to reduce the MAD in LP objective function  value 
significantly, but severe variability remains in the individ-
ual product flow time estimates, especially for Product 1, 
which uses the bottleneck heavily and returns to it for 
many visits. Once again, examining the MADs for the in-
dividual products, they do not appear to converge to zero; 
at best they maintain a constant average, and in some cases 
suggest they might actually diverge if more iterations were 
performed. 

A number of interesting observations can be made 
from these results. For example, in Figure 4, the MAD in 
the product flow time estimates between iterations 4 and 5 
is actually zero; the corresponding MAD in objective func-

tions is positive, though small. However, the next iteration 
yields a substantial deviation which never returns to the 
previous level. We might conjecture this is due to  
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Figure 4: MAD in Product Flow Times for (0.9, 0.2, 
20) Case 
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Figure 5: MAD in LP Objective Value for (0.9, 0.2, 
40) Case 
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Figure 6: MAD in Product Flow Times for (0.9, 0.2, 
40) Case 
 

sampling error in the simulations; due to random variation, 
the simulations return a different flow time estimate, 
which, due to the high utilization level, leads  to a suffi-
ciently different release pattern that the next iteration pro-
duces rather different flow time estimates from the simula-
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tion. However, this is also difficult to defend as a root 
cause. Figure 7 presents the results of the (0.9, 1.0, 40) 
case with random processing times and machine failures 
per the simulation model above; Figure 8 shows the results 
of the same case when all machine failures and processing 
time variability are removed, yielding a fully deterministic 
simulation. Substantial variations are still seen in Figure 8, 
although not as persistent as in Figure 7. Hence the sam-
pling error from the simulation cannot be the sole source of 
the algorithm’s erratic behavior. The deterministic simula-
tion does lead to a MAD of zero at iteration 23 in Figure 8, 
and the objective function value variation is less than 5% 
in both cases, but significant fluctuation in the flow times 
of individual products persist. 
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Figure 7: MAD for Product Flow Times for (0.9, 1.0, 
40) Case 
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Figure 8: MAD for Product Flow Times for (0.9, 1.0, 
40) Case with Deterministic Simulation 

 
Another interesting observation is that the three prod-

ucts are affected differently. Products 1 and 2, which run 
through the principal bottleneck station, station 4, exhibit 
quite large variation from one iteration to the next. Product 
3, which does not use Station 4, achieves the lowest devia-
tions over the horizon – but still does not converge to zero. 

5.1 Alternative Convergence Criteria  

The observations above might suggest that terminating 
the algorithm either when the LP objective function value 
or the MAD of the individual product flow times is mini-
mum might yield a suitably good solution. To examine 
this, we take the release pattern obtained at the most favor-
able iteration under either criterion and simulate its execu-
tion to compare the output predicted by the LP model and 
that realized in the simulation. Figure 9 shows the percent 
difference (as a percentage of the simulation output) be-
tween the output values predicted by the LP and those 

achieved in the simulation over the 14 period planning ho-
rizon, where a negative value indicates that the LP pre-
dicted higher output than the simulation achieved. For the 
(0.5, 0.2, 40) case, both the objective function and the 
MAD of product flow times gave their best values at the 
same iteration. The final period, period 14, shows the dif-
ference in total output over the planning horizon (13 pe-
riods) between the two models. Significant percentage dif-
ferences between the output predicted by the LP and that 
achieved by the simulation are present in individual pe-
riods, although total output over the horizon is very close. 

Figures 10 and 11 show the same results for the (0.9, 
0.2, 40) case, where the two criteria suggested different ite-
rations at which to terminate. In both cases, the differences 
between the output predicted by the LP model and that rea-
lized by the simulation are substantial, suggesting that 
when we terminate the iterations at what looks like a prom-
ising point, the release schedule suggested by the LP may 
not be feasible in terms of producing the desired output at 
the objective function value predicted by the LP model. 
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Figure 9: Differences in Realized Output between LP and 
Simulation for the (0.5, 0.2, 40) Case 

6 SUMMARY AND FUTURE DIRECTIONS 

Taken as a whole, these results appear to suggest that 
the convergence behavior of the HL procedure is quite 
complex, and that it is difficult to propose an unambi-
guous, quantitative termination criterion, especially at high 
utilization levels. While a smoothing constant helps to 
some degree, it does not bring an unambiguous conver-
gence of the MAD  values to zero. Random variation in the 
simulation estimates cannot be the sole culprit, since a 
completely deterministic simulation model does not result 
in a qualitative improvement in convergence behavior. 

We believe the key to this dilemma is suggested in the  
last set of results in the previous section. These suggest 
that the LP model does not represent the behavior of the 
production system accurately, based on the deviations be-
tween the output predicted by the two models. Thus the re-
lease schedule produced by the LP solution at a given itera-
tion results in flow times rather different than those that 
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were used to obtain the release schedule. Changes in the 
flow time estimates, in turn, change the LP formulation it-
self, altering the sets of variables that are connected to each 
other by the constraints. This, combined with the fact that 
the LP model will produce extreme point solutions, results 
in the LP models producing quite different release sche-
dules from those at the previous iteration. 
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Figure 10: Differences in Realized Output between LP and 
Simulation for the (0.9, 0.2, 40) Case with Minimum Ob-
jective Function Value Criterion 
 

Another potential difficulty lies in the fact that the 
flow time estimates are made at the beginning and the end 
of a planning period. This will induce significant variabili-
ty in the estimates from individual simulation replications, 
which may cause problems with oscillations as discussed 
above. 
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Figure 11: Differences in Realized Output between LP 
and Simulation for the (0.9, 0.2, 40) Case with Mini-
mum Flow Time MAD Criterion 
 
In addition, if the planning periods are long relative to 

the processing times at the operations, it is likely that the 
flow times during the period will vary substantially. This 
will limit the ability of the LP model to correctly capture 
the behavior of the queues correctly. This could be reme-
died by reducing the length of the planning period used in 
the LP model at the cost of a much larger LP formulation; 
also, once the planning period is reduced beyond a certain 

point, the usefulness of the LP model becomes questiona-
ble, as it becomes equivalent to shop-floor scheduling. 

These results are clearly not conclusive, and several 
directions for future research remain. A detailed analysis of 
individual solutions, and individual runs of the procedure, 
is required to confirm or refute our conjectures made 
above. A satisfactory explanation of the behavior of the 
current procedure will naturally open the way for improved 
procedures with better performance. Finally, the large vo-
lumes of data produced by the approach requires some sys-
tematic thought as to how to present these results to best 
effect, providing the analyst with insight needed to deter-
mine whether convergence is present and if not, why. 

ACKNOWLEDGMENTS 

This research was supported by the E. P Fitts Department 
of Industrial and Systems Engineering, the National 
Science Foundation under Grant No. 080956, a research 
grant from the Intel Research Council, and an equipment 
grant from the Intel Corporation. 

REFERENCES 

Asmundsson, J. M., R. L. Rardin and R. Uzsoy. 2006. 
Tractable Nonlinear Production Planning Models for 
Semiconductor Wafer Fabrication Facilities. IEEE 
Transactions on Semiconductor Manufacturing 19: 
95-111. 

Barua, A., R. Narasimhan, R. Uzsoy and A. Upasani. 2005. 
Implementing Global Factory Schedules in the Face of 
Stochastic Disruptions. International Journal of Pro-
duction Research 43: 793-818. 

Buzacott, J. A. and J. G. Shanthikumar. 1993. Stochastic 
Models of Manufacturing Systems. Englewood Cliffs, 
NJ, Prentice-Hall. 

Byrne, M. D. and M. A. Bakir. 1999. Production Planning 
Using a Hybrid Simulation-Analytical Approach. In-
ternational Journal of Production Economics 59: 305-
311. 

Byrne, M. D. and M. M. Hossain. 2005. Production Plan-
ning: An Improved Hybrid Approach. International 
Journal of Production Economics 93-94: 225-229. 

Dauzere-Peres, S. and J. B. Lasserre. 1994. An Integrated 
Approach in Production Planning and Scheduling. 
Berlin, Springer-Verlag. 

Hackman, S. T. and R. C. Leachman. 1989. A General 
Framework for Modeling Production. Management 
Science 35: 478-495. 

Hopp, W. J. and M. L. Spearman. 2001. Factory Physics : 
Foundations of Manufacturing Management. Boston, 
Irwin/McGraw-Hill. 

Hung, Y. F. and M. C. Hou. 2001. A Production Planning 
Approach based on Iterations of Linear Programming 

2183



Irdem, Kacar, and Uzsoy 
 
Optimization and Flow Time Prediction. Journal of 
the Chinese Inst. of Industrial Engineers 18(3): 55-67. 

Hung, Y. F. and R. C. Leachman. 1996. A Production 
Planning Methodology for Semiconductor Manufactu-
ring Based on Iterative Simulation and Linear Pro-
gramming Calculations. IEEE Transactions on Semi-
conductor Manufacturing 9(2): 257-269. 

Johnson, L. A. and D. C. Montgomery. 1974. Operations 
Research in Production Planning, Scheduling and In-
ventory Control. New York, John Wiley. 

Karmarkar, U. S. 1989. Capacity Loading and Release 
Planning with Work-in-Progress (WIP) and Lead-
times. Journal of Manufacturing and Operations Ma-
nagement 2(105-123). 

Kayton, D., T. Teyner, C. Schwartz and R. Uzsoy. 1997. 
Focusing Maintenance Improvement Efforts in a Wa-
fer Fabrication Facility Operating Under Theory of 
Constraints. Production and Inventory Management 
(Fourth Quarter): 51-57. 

Kim, B. and S. Kim. 2001. Extended Model for a Hybrid 
Production Planning Approach. International Journal 
of Production Economics 73: 165-173. 

Lautenschlager, M. and H. Stadtler. 1998. Modelling Lead 
Times Depending on Capacity Utilization. Research 
Report, Technische Universitat Darmstadt. 

Leachman, R. C. and T. F. Carmon. 1992. On Capacity 
Modeling for Production Planning with Alternative 
Machine Types. IIE Transactions 24(4): 62-72. 

Missbauer, H. 2002. Aggregate Order Release Planning for 
Time-Varying Demand. International Journal of Pro-
duction Research 40: 688-718. 

Missbauer, H. and R. Uzsoy. Forthcoming. Optimization 
Models for Production Planning. In Planning Produc-
tion and Invento-ries in the Extended Enterprise: A 
State of the Art Handbook. K. G. Kempf, P. Keskino-
cak and R. Uzsoy. Norwell, MA, Springer. 

Orlicky, J. 1975. Material Requirements Planning: the 
New Way of Life in Production and Inventory Mana-
gement. New York, McGraw-Hill. 

Pahl, J., S. Voss and D. L. Woodruff. 2005. Production 
Planning with Load Dependent Lead Times. 4OR: A 
Quarterly Journal of Operations Research 3: 257-302. 

Spitter, J. M., C. A. J. Hurkens, A. G. de Kok, J. K. Lenstra 
and E. G. Negenman. 2005. Linear Programming Mo-
dels with Planned Lead Times for Supply Chain Ope-
rations Planning. European Journal of Operational 
Research 163: 706-720. 

Uzsoy, R., C. Y. Lee and L. A. Martin-Vega. 1992. A Re-
view of Production Planning and Scheduling Models 
in the Semiconductor Industry Part I: System Charac-
teristics, Performance Evaluation and Production 
Planning. IIE Transactions on Scheduling and Logis-
tics 24(47-61). 

Vollmann, T. E., W. L. Berry, D. C. Whybark and F. R. 
Jacobs. 2005. Manufacturing Planning and Control 

for Supply Chain Management. New York, McGraw-
Hill. 

Voss, S. and D. L. Woodruff. 2003. Introduction to Com-
putational Optimization Models for Production Plan-
ning in a Supply Chain. Berlin ; New York, Springer. 

AUTHOR BIOGRAPHIES 

DURMUS FATIH IRDEM is currently pursuing his Mas-
ter’s degree in Industrial Engineering and a Minor in Oper-
ations Research in the Edward P. Fitts Department of In-
dustrial and Systems Engineering at North Carolina State 
University. He received his B.S. degree in Engineering 
Management from Istanbul Technical University, Turkey. 
His research interests are in production planning, applica-
tion of simulation-based optimization to production plan-
ning models and supply chain management. He can be 
reached by e-mail at <dfirdem@ncsu.edu>.  
 
NECIP BARIS KACAR is a Research Assistant and is 
pursuing an M.S degree with a concentration in Production 
Systems in Industrial Engineering in the Edward P. Fitts 
Department of Industrial and Systems Engineering at 
North Carolina State University. He received a BS degree 
in Mechanical Engineering from Bogazici University, Is-
tanbul, Turkey. His research interests are in simulation 
based optimization, production planning and logistics. He 
can be reached via email at <nbkacar@ncsu.edu>.  

REHA UZSOY is Clifton A. Anderson Distinguished Pro-
fessor in the Edward P. Fitts Department of Industrial and 
Systems Engineering at North Carolina State University. 
He holds BS degrees in Industrial Engineering and Ma-
thematics and an MS in Industrial Engineering from Boga-
zici University, Istanbul, Turkey. He received his Ph.D in 
in Industrial and Systems Engineering in 1990 from the 
University of Florida. His teaching and research interests 
are in production planning, scheduling, and supply chain 
management. He is the author of one book, an edited book, 
and over eighty refereed journal publications.. He was 
named a Fellow of the Institute of Industrial Engineers in 
2005, Outstanding Young Industrial Engineer in Education 
in 1997 and a University Faculty Fellow by Purdue Uni-
versity in 2001, and has received awards for both under-
graduate and graduate teaching. He is currently serving on 
the Editorial Boards of IIE Transactions on Scheduling and 
Logistics and International Journal of Computer-
Integrated Manufacturing. He can be reached by email at 
<ruzsoy@ncsu.edu>. 

2184



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.7
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 1
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Required"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


