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ABSTRACT 

The performance of Kriging interpolation for enhance-
ment, smoothing, reconstruction and optimization of a test 
data set is investigated. Specifically, the ordinary two-
dimensional Kriging and 2D line Kriging interpolation are 
investigated and compared with the well-known digital fil-
ters for data smoothing. We used an analytical 2D syn-
thetic test data with several minima and maxima. Thus, we 
could perform detailed analyses in a well-controlled man-
ner in order to assess the effectiveness of each procedure. 
We have demonstrated that Kriging method can be used 
effectively to enhance and smooth a noisy data set and re-
construct large missing regions (black zones) in lost data. It 
has also been shown that, with the appropriate selection of 
the correlation function (variogram model) and its correla-
tion parameter, one can control the ‘degree’ of smoothness 
in a robust way. Finally, we illustrate that Kriging can be a 
viable ingredient in constructing effective global optimiza-
tion algorithms in conjunction with simulated annealing. 

1 INTRODUCTION 

In this paper, we investigate the ability of Kriging interpo-
lation to smooth and enhance the resolution of experimen-
tal data as well as to implement it in global optimization 
algorithms. Kriging is a statistical tool useful in many dis-
ciplines such as geology, thermo-fluid systems, process 
engineering, environment, meteorology and medicine. It 
has been named after D.G. Krige, a South African mine 
engineer who developed the procedure in order to predict 
mine ore ground water reserves more accurately from mul-
ti-point measurements (Krige 1951). Recently, it has been 
successfully applied to data recovery and reconstruction of 
randomly generated laminar gappy flow fields of uniform 
flow past a circular cylinder (Gunes, Sirisup, and Karnia-
dakis 2006). A recent study showed that Kriging interpola-
tion can be used successfully for resolution enhancement 

and for reconstruction of large spatial gappiness for a 
mixed convection data (Cekli and Gunes 2006). 
 Kriging is an unbiased estimation procedure which 
uses known values and a variogram to determine unknown 
values. Based on the variogram, optimal weights are as-
signed to known values in order to calculate the data at un-
known points.  
 The variogram characterizes the spatial continuity or 
roughness/smoothness of a data set (Davis 2002). The 
variogram analysis consists of constructing an experimen-
tal variogram from the data and fitting a variogram model 
to the experimental variogram. The experimental 
variogram is calculated by averaging one half the differ-
ence squared of the values over all pairs of observations 
with the specified separation distance h and possible direc-
tion, 
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where, zi is the value of the variable at point i, and zi+h is 
the value of the variable at h separation distance away from 
point i. γ is called the variance. The variogram model is 
usually chosen from a set of mathematical functions that 
describe the spatial relationship. The appropriate model is 
chosen by matching the shape of the curve of the experi-
mental variogram to the shape of the curve of the mathe-
matical function (i.e., polynomial, exponential, the Gaus-
sian, etc.) (Davis 2002, Isaaks and Srivastava 1989). The 
selection of a suitable variogram model is a crucial step of 
Kriging procedure, as it has an important effect on the 
weights and estimation error. 
 Kriging gives a linear weight for each known points to 
estimate a new point, and unlike inverse-distance weighted 
interpolation, the weights depend on the spatial depend-
ence and the function values of the data set (i.e., on the 
variogram). We refer (Cekli and Gunes 2006, Cekli 2007, 
Davis 2002, Isaaks and Srivastava 1989, Cressie 1993) for 
application of the procedure in detail.  
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 In general, Kriging is a computationally expensive 
procedure and also, depending on the size of the design 
(known) dataset, a large memory may be required to con-
struct and evaluate the coefficient matrix required for eval-
uations of weights. In order to eliminate memory problems, 
increase the speed of the procedure significantly, and to 
obtain a more robust smoothness, we propose 2D line 
Kriging. This procedure employs a 1D spatial correlation 
instead of a 2D spatial correlation. 2D line Kriging re-
evaluates known points on constant lines of a 2D dataset. 
In order to have an equivalent 2D correlation, we take con-
stant x and y lines, consecutively, and build a Kriging 
model to estimate data on each constant line separately. 
Because this procedure uses correlations in both horizontal 
and vertical directions (consecutively) it is also effectively 
a 2D method. It is apparent that 2D line Kriging is suitable 
only for Cartesian grids. Data smoothing via 2D line Krig-
ing can be comparable to smoothing via digital filters, 
which we give details in next section. 

2 DIGITAL FILTERING 

Filtering is used to pass certain frequency components in a 
signal through the system without any distortion and to 
block other frequency components. The range of frequen-
cies that is allowed to pass through the filter is called the 
pass band, and the range of frequencies that is blocked by 
the filter is called the stop band (Oppenheim and Schafer 
1989).  
 A type of filter which is called low-pass filter passes 
low-frequency components below a certain specified fre-
quency fc and blocks all high-frequency components of a 
signal above fc. 
 In Figure 1 the amplitude response of the system is 
given for different values of cut-off frequency. As shown 
in Figure 1 the characteristics of the Butterworth filter are 
that they are maximally flat in the pass band and mono-
tonic overall. 

 

 
 

Figure1: Amplitude response of the second order low-pass 
IIR Butterworth filter for different values of cut-off fre-
quency.  

 
 Traditionally, digital filters have been classified into 
two large families; first those whose transfer function does 
not have a denominator, and second those whose transfer 
function has a denominator. Since the filters of the first 

family admit a realization where the output is a linear 
combination of a finite number of input samples, they are 
sometimes called non-recursive filters. For these systems, 
it is more customary and correct to refer to the impulse re-
sponse, which has a finite number of non-null samples, 
thus calling them Finite Impulse Response (FIR) filters. On 
the other hand, the filters of the second family admit only 
recursive realizations, thus meaning that the output signal 
is always computed by using previous samples of itself. 
The impulse response of these filters is infinitely long, thus 
justifying their name as Infinite Impulse Response (IIR) 
filters. 
 The following equation describes how the output y of 
a FIR filter is calculated from the input x. This equation 
simply says that the nth output is a weighted average of the 
most recent N inputs. The mathematical expression of a 
FIR filter is, 
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 Since the time extension of the impulse response is 
N+1 samples, we say that the FIR filter has length N+1. 
The transfer function is obtained as the z-transform of the 
impulse response and it is a polynomial in the powers of z-1, 
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 Since such polynomial has order N, we also say that 
the FIR filter has order N. The IIR filter is the same as the 
FIR filter, only with an additional summation term which 
feeds back previous outputs. These filters can produce su-
perior results with much less computational cost, but they 
are harder to design, and can suffer from stability problems 
if improperly designed. IIR filter is represented by a differ-
ence equation where the output signal at a given instant is 
obtained as a linear combination of samples of the input 
and output signals at previous time instants. Moreover, an 
instantaneous dependency of the output on the input is also 
usually included in the IIR filter. The difference equation 
that represents an IIR filter is, 
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 The array a holds weighting coefficients for feeding 
back the previous N outputs into the current output value. 
While the impulse response of FIR filters has a finite time 
extension, the impulse response of IIR filters has, in gen-
eral, an infinite extension. The transfer function is obtained 
by application of the z-transform to the above equation. 
The result is the rational function H(z) that relates the z-
transform of the output to the z-transform of the input, 
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 The filter order is defined as the degree of the poly-
nomial in z-1 that is the denominator of the above equation 
(Mitra 2001). 
 In this study the digital filters with these to smooth 
noisy data have been designed by Matlab routines. Rou-
tines one can construct a variety of digital filters for certain 
cut-off frequency and filter order.  

3 CREATING AND DISTURBING TEST DATA 

We create a synthetic (analytical) data set and disturb it by 
adding random noise as follows.  

 ( ) ( ) ( )2 2
5 3 2, ( , )x yu x y x y y e rand x y− +

= − + +  (6) 

 Then, the root-mean-square error (rms) of the dis-
turbed data can be evaluated by taking the difference of ac-
tual data and the disturbed data. The following equation 
defines the rms error, 
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where, zA is the actual value and zP is the disturbed or esti-
mated value. The performance of the different methods can 
be evaluated by comparing the rms values. 

4 KRIGING INTERPOLATION FOR 
OPTIMIZATION PROBLEMS 

A possibility of using Kriging interpolation in optimization 
algorithms is investigated. For example, in the field of 
combinatorial optimization the aim is to develop efficient 
techniques to find global minimum or maximum values of 
a function of many independent variables. With this con-
text, we construct a combinatorial optimization algorithm 
using Kriging interpolation in combination with Simulated 
Annealing (SA) algorithm. The difficulty in many optimi-
zation algorithms is that they effectively find a local min-
ima, but they cannot get away from there to the global min-
ima.  

4.1 Simulated Annealing 

Simulated Annealing (SA) is a generic probabilistic meta-
algorithm for the global optimization problems, as intro-
duced in (Kirkpatrick, Gelatt, and Vecchi, 1983). Its major 
advantage over other methods is an ability to avoid becom-
ing trapped at local minima. SA is based on an analogy in-
volving heating and controlled cooling of a material to in-
crease the size of its crystals and thus reduce the defects 
(the annealing process in metallurgy). In SA algorithm, the 
current solution is replaced by a random "nearby" solution, 
chosen with a probability that depends on the difference 
between the corresponding function values and on a global 
parameter T (called usually the temperature), that is gradu-
ally decreased during the process. The dependency is such 

that the current solution changes almost randomly when T 
is large, but increasingly "downhill" as T goes to zero. The 
allowance for "uphill" moves saves the method from be-
coming stuck at local minima. The algorithm is based upon 
that of (Metropolis et al. 1953), which was originally pro-
posed as a means of finding the equilibrium configuration 
of a collection of atoms at a given temperature.  
 In this paper, a Kriging model is built and validated 
from available data. In general, the data may come from 
experiments or computer simulations such as CFD ana-
lyzes and the task is to determine the optimum variables 
for this data set. For the experiments or computations, it is 
important to determine the design sites effectively. We use 
Latin Hypercube Sampling (LHS) algorithm to determine 
design sites. LHS is based on random numbers and ensures 
that all portions of the vector space are represented 
(McKay, Conover, and Beckman, 1979). Having deter-
mined the design sites by LHS through the data field, we 
build Kriging model based on design sites for the optimiza-
tion algorithm. Once Kriging model is build, we start with 
initial values of variables and predict a value for this point 
by Kriging interpolation and set the predicted solution as 
the best solution of the problem. Then we change the val-
ues of the variables nearby the current values and estimate 
a solution for this configuration. If the current configura-
tion is better than the best configuration, we set it as the 
best configuration, if not, it is treated probabilistically ac-
cording to the probability function given as follows 
 ( )[ ]TeeP n /exp −=  (8) 
where, e is the best value and en is the last estimated value, 
T is the controlling parameter (temperature) of the problem 
and it is decreased during the optimization process. The pa-
rameter T can be calculated using as, 
 ( )cKkTT /10 −= , (9) 
where T0 is the initial temperature, c is a parameter control-
ling the temperature decreasing (cooling) rate (if c = 1, the 
cooling is linear), k is the number of evaluated steps (i.e., 
current step) and K is the maximum step number.  
 Uniformly distributed random numbers are generated 
between interval (0,1) and compared with probability func-
tion value and when the probability function value is 
greater than random value, the current configuration is 
taken as the best configuration. These steps are repeated 
for a sufficient time and finally a best solution is obtained.  

5 RESULTS 

5.1 Smoothing by Kriging Interpolation 

Different variogram models such as exponential, spherical, 
spline and the Gaussian model have been used to smooth 
the noisy dataset (i.e., modifying the design points by 
Kriging). It is noted that all the reported variogram models 
except for the Gaussian model, reproduce the original 
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noisy (disturbed) data (within the numerical accuracy). 
This means that only the Gaussian model has a capability 
to smooth data. In other words, only the Gaussian model 
changes the values of the given points from experiment 

while the other models merely re-produce the given data 
values. 

 
 

 

 
(a) (b) 

 
(c) (d) (e) 

 
(f) (g) (h) 

 
(i) (j) (k) 

 
Figure 2: (a) Actual data, (b) disturbed data (rms = 0.05), (c) smoothed data by Kriging (θ = 0.1) (rms = 0.035), (d) smoothed 
data by Kriging(θ = 0.5) (rms = 0.016), (e) smoothed data by Kriging (θ = 1) (rms = 0.02), (f) smoothed data by IIR 
Butterworh filter, fc = 0.1 (rms = 0.085), (g) smoothed data by IIR Butterworh filter, fc = 0.3 (rms = 0.0154), (h) smoothed 
data by IIR Butterworh filter, fc = 0.5 (rms = 0.0227), (i) smoothed data by 2D line Kriging (θ = 0.5) (rms = 0.019), (j) 
smoothed data by 2D line Kriging (θ = 1) (rms = 0.023), (k) smoothed data by 2D line Kriging (θ = 2) (rms = 0.029). Kriging 
interpolations are based on Gaussian model. 
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 In Figure 2, the actual solution of the test data, its dis-
turbed case and the smoothing result by various procedures 
(e.g, Kriging interpolation with the Gaussian model, digital 
filtering for different cut-off frequencies, and 2D line 
Kriging) are shown. The rms-error values are given to 
compare the procedures. When the results of 2D line 
Kriging are compared with those of ordinary Kriging, it is 
seen that 2D line Kriging leads to smoother data. 
 The rms-error value for noisy data is 0.05 and if it is 
smoothed by the Gaussian model with correlation parame-
ter θ = 0.1 it becomes rms = 0.035, and for θ = 0.5 and θ = 
1, we have rms = 0.016 and rms = 0.02, respectively. It can 
be clearly seen that the correlation parameter in the Gaus-
sian model can be used to control the level of smoothing. A 
high value of correlation parameter means a low smooth-
ness and vice versa.  
 2D line Kriging works reasonably for data smoothing 
and correlation parameter has an importance on the result. 
In addition, the smoothing results by a 2D IIR Butterworth 
type low–pass, double-sided (zero-phase) filter with differ-
ent cut-off frequencies are shown in Figure 2. For a small 
cut-off frequency, a very smooth result can be obtained but 
it is significantly different from the actual data, i.e., it has a 
higher value of rms-error than the noisy data! On the other 
hand, a large cut-off frequency gives a relatively smooth 
but still noisy data and has a large value of rms-error. 
When the cut-off frequency is selected appropriately, the 
digital filtering gives a result that is quite smooth and close 
to the actual data with a low value of rms-error. As can be 
seen in Figure 2 by dashed line, we also take a constant y 
line and plot actual, disturbed and smoothed data for a de-
tailed comparison in Figure 3. 

5.2 Enhancement by Kriging Interpolation 

We obtained the test data with a fine mesh (41x41 mesh) 
and reduced resolution to some other coarse meshes (such 
as 7x7, 9x9, etc.) then tried to estimate the original values 
again by Kriging interpolation, and compared estimation 
performance for each different resolutions. In Figure 4, the 
contour plots of the original data and its “low-resolved” 
versions are given. These low resolved data are enhanced 
to the same grid points of the original data and the contour 
plots of enhanced data are given on the right column in 
Figure 4. As we know the actual values of interpolated data 
we can calculate rms error value for the data enhancement 
by (7). 

5.3 Reconstruction of Black Zone by Kriging 
Interpolation 

In order to illustrate that Kriging interpolation can be used 
to recover large missing regions in a data set, we create 
black zones (continuous large missing regions) with differ-

ent sizes by discarding all the existing data in a rectangular 
zone in the data set which are shown in Figure 5. Using 
Kriging, the black zones are reconstructed. A Gaussian 
model is employed using the available data outside of the 
black zone. In Figure 5, the contour plot of the original 
data is shown and the large missing region (black zone) is 
outlined by a dashed rectangular line and shaded. In Figure 
5, the contour plot of the reconstructed data is given in the 
right column. When we compare the two contour plots, we 
see that the black-zone region is recovered reasonably well 
by Kriging interpolation. A detailed comparison is shown 
in Figure 6, where the original data and the reconstructed 
data on a constant line on x = -1,05 are shown for recon-
struction of two sizes of black zone in the test data.  

 

 
(a) 

 
(b) 

 
(c) 

 
Figure 3: Data distribution on y = 1,35, (a) Ordinary Krig-
ing, (b) IIR Butterworth Filter, (c) 2D line Kriging 

5.4 Optimization by Kriging Interpolation 

In Figure 7, three examples for global optimization process 
are given to account the effect of the probability function 
values. We again use the same test data given in (6) to in-
vestigate the optimization problem. The contour of the ac-
tual test data are plotted in Figure 7. Next, we obtain the 
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Kriging model of the test data employing only for 50 LHS 
points shown as black circles in Figure 7. Kriging model is 
validated by re-calculation and comparison the existing 
data. By using this Kriging model in our optimization 
process, our task is to determine the highest value of the 
variable in the data set. The maximum value of the test 
data is at (x, y) = (1.8, 0). In Figure 7, the black dots show 
trial sites and the trajectory of the best points during the 
optimization process is shown by dashed line. When a new 
best point is found, it is denoted by a triangular symbol. 
When we take a close look at Figure 7, it can be seen that 
for the same initial temperature (T0), for larger values of c, 
the probability function P values reach to zero more rap-
idly and it effects the location of trial sites.  

 

 
(a) 

 
(b) (c) 

 
(d) (e) 

 
Figure 4: Enhancement of coarse data, (a) actual data, (b) 
low-resolved data (9x9 mesh), (c) enhancement of data to 
41x41 mesh from 9x9, (rms = 0.0194) (d) low-resolved da-
ta (16x16 mesh), (e) enhancement of data to 41x41 mesh 
from 16x16 (rms =3.398*10-4). 
 

 In Figure 7a, there is a better distribution of trial sites 
than in Figure 7b. It can also be seen that for a larger initial 
temperature, we obtain relatively larger P values and it 
reaches zero only at the end of optimization process. This 
behaviour results in a well distributed trial sites through the 
optimization domain as it can be seen in Figure 7c. 

 

 
(a) 

 
(b) 

 
Figure 5: Reconstruction of black zones, (a) 12.25% miss-
ing, (b) 26.7% missing. (Left: actual data, right: recon-
structed data). 

 
 

  
(a) 

 
(b) 

 
Figure 6: Data distribution on x = -1,05, (a) 12.25%, (b) 
26.7%. 
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6 CONCLUSION 

Kriging interpolation and digital filters are investigated in 
order to smooth and enhance the resolution of a test data. 
The investigations have shown that selection of model 
variogram and its correlation parameter are important for 
predictions. This selection step needs experience and well 
understanding on physical aspects of the problem. The 
level of smoothing can be controlled by the correlation pa-
rameter. In order to construct a fast and effective proce-
dure, we employ a new type of Kriging (i.e., line Kriging) 
that uses one-dimensional correlation instead of two- or 
three-dimensional correlations. Digital filters such as But-
terworth type filter were also applied for data smoothing 
purposes. It has been shown that Kriging can be used in 
conjunction with simulated annealing for global optimiza-
tion problems. 
 

 
(a)  T0 = 1, c = 1 

 
(b) T0 = 1, c = 2 

 
(c) T0 = 10, c = 1 

 
Figure 7: Simulated annealing with Kriging interpolation, 
(left: process of finding maxima, right: probability function 
values) 
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