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ABSTRACT 

Developing and analyzing schedules is essential for suc-
cessfully controlling the time aspect of construction pro-
jects. The critical path method of scheduling is by far the 
most widely use scheduling technique in the construction 
industry. However, several problems related to its concept 
and use have been identified in the literature. The lesser 
known linear scheduling method has much potential for 
handling the rich information that project managers han-
dle on a daily basis. While being well-suited to linear and 
repetitive projects, it has been a predominantly graphical 
method without a comprehensive underlying mathemati-
cal model. This paper introduces a new method based on 
singularity functions using Macaulay bracket notation. It 
makes beneficial use of the strengths of these functions, 
including their flexibility and clarity, while remaining in-
tuitive and requiring only basic geometry and algebra 
knowledge from users. An example from the literature is 
re-analyzed step-by-step and compared successfully with 
the critical path method. 

1 INTRODUCTION 

Construction management examines the rich variety of 
data and their interrelationships related to the time, cost, 
scope, and other dimensions of projects. Scheduling is a 
major discipline within construction management that 
concerns itself primarily with analysis and control of the 
time aspect. The most commonly known and used sched-
uling method in construction management is the critical 
path method (CPM), which was conceived through efforts 
of Kelley and Walker (1959) based on earlier work in lin-
ear programming analysis of construction operations 
(Kelley 1957). The straightforward algorithm of CPM us-
ing only two mathematical operators (addition and maxi-
mum), its intuitive graphical visualization as directional 
network diagrams, and its implementation into commer-
cial software tools have contributed to the vast success of 
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CPM in the construction industry (Galloway 2006; Anton 
et al. 2007). 

1.1 Problems of Critical Path Method 

CPM focuses strongly on the time aspect of construction 
projects, making it effectively one-dimensional (1D), con-
trary to the need to analyze the manifold project dimen-
sions in an integrated manner. Criticism specific to the 
graphical representation has been published (Glenwright 
2004, p. 5), leading to the conclusions “[t]he state of con-
struction scheduling is in dire need of improvement.” Its 
most common diagrams using the precedence diagram-
ming method (PDM) are not even time-scaled, while the 
time-scaled bar charts are by default shown without the 
necessary relationship arrows in the software. PDM only 
consider whole activities. Partially completed ones, as 
typically found whenever an schedule is updated, require 
splitting to be reflected graphically and do not translate 
well into the numerical CPM analysis based on days. 
 Durations in scheduling are an outcome of perform-
ing an estimating quantity take-off of the plan drawings, 
determining the required resources, their availability, cost, 
and finally their productivity. The relationships between 
activities are determined by laws of nature, technological, 
and managerial factors, such as e.g. sequencing structures 
from foundations to the roof and performing intermediate 
inspections at certain milestones. Additionally, the geo-
metric layout of the site itself may require certain means 
and methods. Such spatial analysis is not part of CPM. It 
is thus a rather basic tool considering the richness of in-
formation that project managers need to record, analyze, 
and control every day. Birrell (1980) notes the singular 
focus of CPM on durations to be alien to construction. 
Jaafari (1984, p. 225) listed several conceptual detriments, 
including its origins on non-construction projects, unreal-
istic assumptions of fixed times and discrete elements, the 
need for a broader consideration of project dimensions in 
planning, and the need for continuous resource utilization. 
9
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 (Reda 1990, p. 317-318) names three disadvantages 
of CPM: “First, it requires a large number of activities to 
represent the project. (…) This large number of activities 
makes it extremely difficult to visualize the project. (…) 
Second,… [it] does not guarantee maintaining the conti-
nuity of work. That is, a crew with a fast production rate 
may be idle while waiting for preceding crews with 
slower production rates to finish their work. This is be-
cause CPM schedules the start of each activity as soon as 
all its preceding activities are finished. Third, to minimize 
the project cost, CPM techniques shorten only critical ac-
tivities by increasing resources allocated to them and thus 
increase their production rates. This may result in varying 
production rates for similar activities at different stages, 
where some of these activities may be critical.” 

1.2 Advantages of Linear Scheduling Method 

The linear scheduling method (LSM) is a versatile project 
management tool. Its methodology (Al-Sarraj 1990) and 
graphical foundation (Vorster et al. 1992) is described in 
detail in the literature. Under LSM, each activity is repre-
sented as a line whose slope is proportional to its produc-
tivity to link the duration with the output that is achieved 
in such time. Seasoned project managers know that con-
trolling productivity is of importance to achieve project 
success. LSM is ideally suited for construction projects 
that are characterized primarily by their longitudinal spa-
tial nature or by their repetitiveness. Such projects may be 
highway and utility projects (Stradal and Cacha 1982), 
high-rise buildings (Thabet and Beliveau (1994), and re-
petitive operations where crews cycle through identical 
work stations (El-Rayes and Moselhi 1998). 
 The graphical representation of an LSM schedule is a 
two-dimensional (2D) diagram with a time and location 
axis. Time and location buffers may be considered as dis-
tance constraints that must be adhered to between activi-
ties. It is possible to detect physical interferences by find-
ing points where lines touch or cross (Handa and Barcia 
1986). Learning effects would cause the lines to curve 
upward (Arditi et al. 2001). While this intuitive approach 
well for manually examining small schedules, existing 
approaches have either been purely graphical (Harmelink 
and Rowings 1998) or very limited to constant activities 
(Arditi et al. 2002) and no formal mathematical analysis 
method exists beyond a vector analysis method requiring 
advanced mathematics (Russell and Caselton 1988). The 
actual use of LSM accordingly has been insignificant 
(Arditi and Albulak 1986; Mubarak 2005) and several au-
thors pointed at the continuing need for computerization 
(Arditi et al. 2002; Mattila and Park 2003). Existing soft-
ware applications for linear schedules, including Graphi-
soft® Control 2005 and TILOS do not provide an algo-
rithm. “[B]ar charts and networks sometimes generate 
inaccurate and misleading information in repetitive situa-
tions. Hence, there is a need for more powerful methods 
2160
of scheduling that will allow the user to make optimum 
use of time and resources” (Arditi et al. 2002, p. 555). 

2 SINGULARITY FUNCTIONS 

A typical structural engineering problem is that a horizon-
tal beam is loaded by different types of loads at different 
locations or ranges across its length. It is divided into sev-
eral segments where the behavior of the load and cross-
section remain regular. Loads can be single or distributed. 
Distributed loads and the cross-section may be constant 
over the length of the beam or change with a higher order. 
Each segment is then virtually cut free from its neighbors, 
boundary conditions are written to mathematically bridge 
these interfaces with adequate internal forces, moments, 
displacements, and deformations, and the entire system of 
equations is solved for the unknown variables. However, 
a more elegant method exists to perform such analysis. 
 Singularity functions, also called discontinuity func-
tions, were introduced concurrently by A. O. Föppl 
(1854-1924) in Germany (Föppl 1927) and by W. H. 
Macaulay (1853-1936) in Great Britain (Macaulay 1919). 
Their application is still taught in some structural engi-
neering courses, yet has largely been replaced by more 
advanced computerized matrix analysis. Their multiple 
advantages and suitability for linear schedule analysis are 
explained in the following sections of this paper and are 
demonstrated with an example of a linear schedule. 

2.1 Advantages 

Singularity functions are a family of functions with sev-
eral highly desirable properties for mathematical analysis. 
 

• They are based on simple geometry; 
• They can still be evaluated manually; 
• They keep the components of interest separate; 
• They directly capture any changes; 
• They can contain infinitely many segments; 
• They are continuous for all arguments; 
• They can be simply differentiated and integrated; 
• They can be unit-scaled by multiplication; 
• They can be added and subtracted provided their 

cutoff value a and order n are identical. 

2.2 Mathematical Basis 

Macaulay (1919, p. 129) published a paper describing “a 
function of x that is zero when x is less than a and equal to 
f(x) when x is equal to or greater than a” as shown in (1), 
using the pointed brackets introduced by Wittrick (1965). 
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where x is a variable, a is the upper boundary of the cur-
rent segment, i.e. its length, and n is the order of the phe-
nomenon. The Macaulay brackets are treated like regular 
curved brackets for x ≥ a and for x < a are set to zero. 
Their differentiation and integration as per (2) and (3) is 
identical to normal mathematical functions. 
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Here C is an integration constant. Note that beyond the 
definitions of (1) through (3) the following rules apply: 
Terms of two singularity functions can be added and sub-
tracted if their segment length a and exponent n are iden-
tical. Singularity function can be multiplied by any factor 
to scale them to the desired unit. The Macaulay brackets 
thus capture three pieces of information: 
 

• The value of the phenomenon as the multiplica-
tive factor before the brackets; 

• The segment boundary as part of the variable 
term inside the brackets; 

• The order of the phenomenon as the exponent af-
ter the brackets. 

 
 For example, n = 0 indicates a constant phenomenon 
where the factor before the brackets is the intercept and n 
= 1 indicates a linear phenomenon where the factor before 
the brackets is the slope. “It should however be noticed 
that by the use of suitable notation the equations can be 
greatly simplified; for it becomes possible, in all cases, to 
write down a single differential equation for the whole 
length of the beam, and to obtain a single solution of it, 
introducing only two constants of integration” (Macaulay 
1919, p. 129). The equation may contain any number of 
separate terms, each of which describes one segment. Af-
ter the initial term, only terms that describe changes from 
current to following segment need to be included. 

3 SCHEDULE ANALYSIS 

The following sections re-examine an example of a linear 
schedule from the literature, first with the traditional CPM 
approach for both continuous and split activities and then 
with the new method using singularity functions. 

3.1 Critical Path Method Analysis 

The following is a description of the original example: 
“The example project is the relocation of 5 miles (18 km) 
[sic, correct is 8 km] of natural gas pipeline. This example 
is adopted from Clough and Sears (1979), with some 
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modification to illustrate the RPM [repetitive project 
modeling] features better. The repetitive segments of the 
pipeline relocation have been identified as locate and 
clear, excavate, string pipe, lay pipe, test, and backfill. 
The project is divided into five typical stages; each repre-
sents 1 mile (1.6 km) of the pipeline. (…) From the typi-
cal network, it can be seen that all the activities are se-
quential, except for the excavate and string pipe activities, 
which are done concurrently. In this example, the time 
buffer is assumed only to be equal to the time duration of 
the preceding activity. The equipment crews working on 
the excavate and string pipe activities must have a mini-
mum stage buffer of one stage” (Reda 1990, p. 322-323). 
 The published approach develops a complete linear 
programming model that contains the linear schedule and 
its constraints and solves it while maintaining work conti-
nuity and constant productivities (Reda 1990). However, 
the linear programming model for the mere six activities 
necessarily consists of a disconnected set of 25 equations 
that each describe only one activity duration, one relation-
ship between predecessor and successor including their 
unique buffers, or the objective function. Stage buffers are 
converted into equivalent time buffers. To correctly ex-
press constraints for multiple successor activities an addi-
tional assumption is needed that places activities that are 
executed concurrently into an order. This large set of 
equations can only be solved with the help of a computer. 
 The standard CPM analysis for this example places 
activities into a dependency structure as shown in the 
precedence diagram of Figure 1, which is also called an 
activity-on-node diagram after its graphical symbols. Ta-
ble 1 lists the input for the CPM calculation, which in-
cludes the names of the activities, a description, their suc-
cessors (or alternatively their predecessors), their duration 
in days, and their time buffers, which are called lead times 
in CPM and are attributed to links between activities, not 
to the predecessor activity itself. Since CPM does not 
contain any location information, the stage buffers cannot 
be modeled but must be checked manually in the end. 
 

 
Figure 1: Activity-on-node network 

 
 The following CPM calculations are initially per-
formed without the lead times to gain a comparison for 
the impact of the lead times themselves. The standard 
CPM formulas for earliest and latest starts and finishes 
and floats are used as follows. Note that this paper uses an 
end-of-day labeling convention for all points in time, 
whereas computer software uses start-of-day notation for 
starts and end-of-day notation for finishes (Lucko 2006). 

A

C
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Table 1: Activity list for critical path method 
 

Name Description Successor Duration Lead
A Locate & clear B, C 5 1, 1 
B Excavate D 20 4 
C String pipe D 10 2 
D Lay pipe E 25 5 
E Test F 5 1 
F Backfill - 10 - 

 
Forward Pass: 
 ESi = max(EFh) 
 EFi = ESi + Di
 
Backward Pass: 
 LF = min(LSj) 
 LSi = LFi - Di
 
Float Analysis: 
 TFi = LSi - ESi = LFi - EFi
 FFi = (min(LFj)) - EFi
 
 where ES, EF, LS, and LF are the earliest start, earli-
est finish, latest start, and latest finish, respectively, D is 
the duration, TF is the total float, FF is the free float, and 
activities h, i, and j are a predecessor, a current activity, 
and a successor activity, respectively. Table 2 summarizes 
the CPM results. The total project duration is 65 days. 
 

Table 2: Critical path method results 
 

Name Description ES EF LS LF TF FF
A Locate & clear 0 5 0 5 0 0 
B Excavate 5 25 5 25 0 0 
C String pipe 5 15 15 25 10 10
D Lay pipe 25 50 25 50 0 0 
E Test 50 55 50 55 0 0 
F Backfill 55 65 55 65 0 0 

* Boldface activities are on the critical path. 
 
 If the lead times are considered, the CPM results in-
crease to the values listed in Table 3. The total project du-
ration is extended by the longest path of leads to 76 days. 
 

Table 3: Critical path method results with leads 
 

Name Description ES EF LS LF TF FF
A Locate & clear 0 5 0 5 0 0 
B Excavate 6 26 6 26 0 0 
C String pipe 6 16 18 28 12 12
D Lay pipe 30 55 30 55 0 0 
E Test 60 65 60 65 0 0 
F Backfill 66 76 66 76 0 0 

* Boldface activities are on the critical path. 
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 This initial CPM analysis, however, assumes that all 
activities can only occur after their predecessors have 
been completed, i.e. the activities are stacking up with the 
maximum finish of the predecessors becoming the start of 
the successor. It is certainly more realistic to assume that 
activities can occur parallel to each other as long as they 
do not occupy the same location at the same time. The ini-
tial precedence diagram of Figure 1 is therefore extended 
into Figure 2, where the lead times are included after each 
start and finish of the respective predecessor activity. The 
CPM calculation now uses start-to-start and finish-to-
finish relationships. Overall, four relationship types are 
possible, including also the already familiar finish-to-start 
and additionally the start-to-finish. The CPM formulas 
can easily be adjusted to include these different relation-
ship types and accommodate their respective lead times. 
 

 
Figure 2: Activity-on-node network 

 
 Table 4 lists the extended input for the CPM calcula-
tion from Table 1 that also includes the relationship type. 
 

Table 4: Extended activity list for critical path method 
 

Name Description 
Successor 

(Type) Duration Lead
A Locate & 

clear 
B (SS, FF), 
C (SS, FF) 

5 1, 1 
1, 1 

B Excavate D (SS, FF) 20 4, 4 
C String pipe D (SS, FF) 10 2, 2 
D Lay pipe E (SS, FF) 25 5, 5 
E Test F (SS, FF) 5 1, 1 
F Backfill - 10 - 

 
 Table 5 summarizes the CPM results for this more 
realistic scenario of activities overlapping while maintain-
ing their sequence. The total project duration is 41 days. 
Comparing this value with the previous durations of 65 
days for CPM with finish-to-start relationships only and 
76 days with consideration of lead times finds a reduction 
in duration of 24 days or 35 days, respectively, or 58.5% 
and 85.4% longer than the shortest possible duration. 
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Figure 3: Repetitive activity-on-node network 
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Table 5: Critical path method results with leads and dif-
ferent relationship types 
 

Name Description ES EF LS LF TF FF
A Locate & clear 0 5 0 5 0 0 
B Excavate 1 21 1 21 0 0 
C String pipe 1 11 18 28 17 17
D Lay pipe 5 30 5 30 0 0 
E Test 30 35 30 35 0 0 
F Backfill 31 41 31 41 0 0 

* Boldface activities are on the critical path. 
 
 However, this method still does not allow any exami-
nation of the location aspect of the schedule, whose un-
derlying roadway project consists of five stages. Model-
ing the entire project as a more detailed schedule than the 
one shown in Figures 1 and 2 requires that all activities 
are split into the individual stages as shown in Figure 3 as 
originally presented by Reda (1990). The earliest start and 
finish times are listed above the activities. Considering 
the lead times for each activity as per Table 1 and the unit 
durations per stage, the total project duration is calculated 
to be 44 days, while the original analysis by Reda (1990) 
had omitted these time buffers and determined the project 
duration to be only 33 days. “However, using the CPM 
calculations the continuity of work for the crews… [is] 
not maintained” (Reda 1990, p. 329). Activity E is suffer-
ing four interruptions of four days each and activity F is 
suffering four interruptions of three days each. The stage 
buffers for activities B and C of one stage each have been 
converted based on their productivities into the previously 
included lead times of four and two days, respectively. 
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3.2 Linear Schedule Analysis 

The following sections contain the analysis of this exam-
ple with the new method of linear scheduling using singu-
larity functions. This author suggests using the name Pro-
ductivity Scheduling Method (PSM) for the new approach 
due to its strong reliance on describing the productivity of 
each activity mathematically with Macaulay brackets. Ta-
ble 6 lists the activities in the new convention, where DT 
is the distance across time, DA is the distance across the 
amount (the unit is stages or miles in this case), BT is the 
time buffer, and BA is the amount buffer. 
 

Table 6: Activity list for linear scheduling 
 
Name Description Successor DT DA BT BA

A Locate & clear B, C 5 5 1 - 
B Excavate D 20 5 4 1 
C String pipe D 10 5 2 1 
D Lay pipe E 25 5 5 - 
E Test F 5 5 1 - 
F Backfill - 10 5 - - 

3.2.1 Activities 

The following (4) through (9) contain the initial set of 
equations describing each activity before considering any 
time buffers or the dependency structure, thus all activi-
ties start at zero days. The constant value before the 
Macaulay bracket of order zero is the intercept for the 
start time for an activity. The fraction before the Macau-
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lay bracket of order one is the slope of the activity, i.e. its 
productivity, expressed as rise over run, i.e. the days y per 
stages x. The cutoff value inside the Macaulay bracket 
expresses when the particular term becomes valid; in this 
case all activities are starting at zero stages. 

 ( ) 10 0
1
100 stx

st
dstxdxy A −⋅+−⋅=  (4) 

 ( ) 10 0
1
400 stx
st
dstxdxy B −⋅+−⋅=  (5) 

 ( ) 10 0
1
200 stx
st
dstxdxy C −⋅+−⋅=  (6) 

 ( ) 10 0
1
500 stx
st
dstxdxy D −⋅+−⋅=  (7) 

 ( ) 10 0
1
100 stx
st
dstxdxy E −⋅+−⋅=  (8) 

 ( ) 10 0
1
200 stx
st
dstxdxy F −⋅+−⋅=  (9) 

 The advantage of this new method is that start times, 
productivities, and time buffers are kept separate, yet are 
contained in a very clear manner in one integrated system 
of equations for further analysis. Finish times are obtained 
by evaluating the equations for x = 5. With the flexible 
singularity functions using the Macaulay bracket notation, 
even more complicated activities can be easily expressed. 
If such activity contains several segments of different pro-
ductivities, even of higher order behaviors, its singularity 
function would simply consist of the adequate number of 
additive terms preceded by their respective slope changes. 

3.2.2 Time Buffers 

The next step examines the time buffers for each activity. 
For brevity, the equations of the time buffer lines are 
omitted here, as they are identical to (4) through (8) plus 
the respective valued of the time buffer from Table 6 in 
the intercept before the Macaulay bracket of order zero. 

3.2.3 Initial Configuration 

The next step is to tentatively stack up all activities in 
their order as given in the activity list of Table 1. Stacking 
up means that the finish of a predecessor will become the 
start of a successor, which is identical to the CPM algo-
rithm, yet is carried out on the singularity functions. 
Stacking up ensures that activities are positioned for the 
following step of collapsing the schedule to the minimum 
possible project duration. Graphically this intermediate 
step would resemble the popular computer game Tetris, 
where geometric shapes are stacked upon each other. 
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 ( ) 10 0
1
100 stx

st
dstxdxy A −⋅+−⋅=  (10) 

 Activity A in (10) remains unchanged from (4), as it 
is the first activity in the schedule. Its value for x = 5 plus 
the time buffer of 1 is y(x = 5)A time buffer = 6. This value is 
the new start time of its successor activities B and C. 

 ( ) 10 0
1
406 stx
st
dstxdxy B −⋅+−⋅=  (11) 

 ( ) 10 0
1
206 stx
st
dstxdxy C −⋅+−⋅=  (12) 

 Activities B and C are stacked in (11) and (12). Their 
values for x = 5 plus time buffers of 4 or 2, respectively, 
are y(x = 5)B time buffer = 30 and y(x = 5)C time buffer = 18. The 
maximum of these two values, in analogy to CPM, is used 
as the start time of their successor activity D. 

 ( ) 10 0
1
5030 stx
st
dstxdxy D −⋅+−⋅=  (13) 

 Activity D is stacked in (13). Its value for x = 5 plus 
time buffer of 5 is y(x = 5)D time buffer = 60. This value is 
used as the start time of its successor activity E. 

 ( ) 10 0
1
1060 stx
st
dstxdxy E −⋅+−⋅=  (14) 

 Activity E is stacked in (14). Its value for x = 5 plus 
time buffer of 1 is y(x = 5)E time buffer = 66. This value is 
used as the start time of its successor activity F. 

 ( ) 10 0
1
2066 stx
st
dstxdxy F −⋅+−⋅=  (15) 

 Activity F is stacked in (15). Its value for x = 5 is y(x 
= 5)F time buffer = 76, which is the tentative project duration. 
These results are identical to the CPM calculations of Ta-
ble 3, as they were obtained using the same assumptions. 
However, the new analysis method now continues with 
the optimization as explained in the following section. 

3.2.4 Duration Minimization 

The next step is to take the pairwise differences along 
each link in the schedule network between the time buff-
ers that follow predecessor activities and the successor ac-
tivities in (16) through (21). It is assumed that time buff-
ers belong to the predecessor; the opposite case could also 
be considered equivalently. Note that terms in singularity 
functions can only be added or subtracted if the order and 
cutoff value of their Macaulay bracket are identical. 

 ( ) 10 0
1
305 stx
st
dstxdxy buffertimeAB −⋅+−⋅=− (16) 

 ( ) 10 0
1
105 stx
st
dstxdxy buffertimeAC −⋅+−⋅=− (17) 
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( ) 10 0
1
1026 stx
st
dstxdxy buffertimeBD −⋅+−⋅=− (18) 

( ) 10 0
1
3028 stx
st
dstxdxy buffertimeCD −⋅+−⋅=− (19) 

( ) 10 0
1
4055 stx
st
dstxdxy buffertimeDE −⋅−−⋅=− (20) 

( ) 10 0
1
1065 stx
st
dstxdxy buffertimeEF −⋅+−⋅=− (21) 

 The next step is to differentiate the distances in (16) 
through (21) to get the derivatives (22) through (27). The 
derivatives are then evaluated across x to find where y(x)’ 
yields its minimum value. In other words, the location 
where two activities are closest to each other (via the time 
buffer, if existing) is calculated. Note that this approach 
will also treat more complicated activities correctly. 

 ( ) 00
1
30' stx
st
dxy buffertimeAB −⋅+=−  (22) 

 Evaluating (22) yields the minimum distance across 
time between B and the A time buffer to occur at x = 0. 

 ( ) 00
1
10' stx
st
dxy buffertimeAC −⋅+=−  (23) 

 Evaluating (23) yields the minimum distance across 
time between C and the A time buffer to occur at x = 0. 

 ( ) 00
1
10' stx
st
dxy buffertimeBD −⋅+=−  (24) 

 Evaluating (24) yields the minimum distance across 
time between D and the B time buffer to occur at x = 0. 

( ) 00
1
30' stx
st
dxy buffertimeCD −⋅+=−  (25) 

 Evaluating (25) yields the minimum distance across 
time between D and the C time buffer to occur at x = 0. 

 ( ) 00
1
40' stx
st
dxy buffertimeDE −⋅−=−  (26) 

 Evaluating (26) yields the minimum distance across 
time between E and the D time buffer to occur at x = 5. 

 ( ) 00
1
10' −⋅+=− x
st
dxy buffertimeEF  (27) 

 Evaluating (27) yields the minimum distance across 
time between F and the E time buffer to occur at x = 0. 
These points are important points for the analysis, as they 
determine the equivalent of a critical path through the lin-
ear schedule. Since the location of these points is actually 
calculated rather than implicated graphically as for the 
vertices of Harmelink and Rowings (1998), they shall be 
called critical points. In the case of activities of constant 
productivity, they can only be starts or finishes. For more 
complicated activities any convex peak or concave dip in 
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the activity line could also be a potential critical point. 
The start, finish, or intermediate value of a predecessor 
activity is passed on  at critical points (via the time buffer, 
if existing) to become the corresponding value of the suc-
cessor activity. The final set of singularity functions for 
the linear schedule is given by (28) through (33). 

 ( ) 10 0
1
100 stx

st
dstxdxy A −⋅+−⋅=  (28) 

 The A time buffer yields the starts of (29) and (30). 

 ( ) 10 0
1
401 stx
st
dstxdxy B −⋅+−⋅=  (29) 

 ( ) 10 0
1
201 stx
st
dstxdxy C −⋅+−⋅=  (30) 

 The B and C amount buffers of Table 6 are fulfilled. 

 ( ) 10 0
1
505 stx
st
dstxdxy D −⋅+−⋅=  (31) 

 The maximum value of B and C at x = 0 plus their 
respective time buffers is used as the start for activity D. 

 ( ) 10 0
1
1030 stx
st
dstxdxy E −⋅+−⋅=  (32) 

 The maximum value of D at x = 5 plus its time buffer 
of y(x = 5)D time buffer = 35 is used as the finish for activity 
E. The start of D is obtained by deducting its duration. 

 ( ) 10 0
1
2031 stx
st
dstxdxy F −⋅+−⋅=  (33) 

 The maximum value of E at x = 0 plus its time buff-
ers is used as the start for activity F. Table 7 lists all activ-
ity and buffer starts and finishes as shown in Figure 4, 
where P is the productivity as amount divided by time, ST 
is the start time, FT is the finish time, SA is the start 
amount, and FA is the finish amount. Note that the B and 
C time buffers overlap for these concurrent activities. 
 

Table 7: Calculation results 
 

Name Description P ST FT SA FA
A Locate & clear 1.00 0 5 0 5 
A Time buffer 1.00 1 6 0 5 
B Excavate 0.25 1 21 0 5 
B Time buffer 0.25 5 25 0 5 
C String pipe 0.50 1 11 0 5 
C Time buffer 0.50 3 13 0 5 
D Lay pipe 0.20 5 30 0 5 
D Time buffer 0.20 10 35 0 5 
E Test 1.00 30 35 0 5 
E Time buffer 1.00 31 36 0 5 
F Backfill 0.50 31 41 0 5 

 
 The total project duration is calculated as 41 days us-
ing singularity functions, while the CPM analysis of Fig-
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ure 1 gives a minimum of 76 days, Figure 2 gives a 
minimum of 41 days, and Figure 3 gives a minimum of 44 
days. The linear schedule offers the major advantage of 
not having to split activities for more detailed calculations 
at the expense of causing them to become interruptible, as 
the singularity function for the activity of interest can be 
evaluated for any value of x. The linear schedule only 
comprises of continuous activities that may occur concur-
rently without any interruptions, which is desirable for a 
smooth workflow. On the other hand, the CPM calcula-
tions had yielded a schedule with a very unsteady execu-
tion of the last two activities E and F, who each incurred 
several significant interruptions due to the policy of “start 
activities as early as possible based on their starts” under 
CPM. The computational effort of the detailed CPM 
analysis for the complete network with repetitive activi-
ties at all stages was higher, as it requires analysis of the 
starts and finishes for 30 activities and their multiple de-
pendencies instead of a system of only six singularity 
functions that span across the range of locations. Figure 4 
shows the final linear schedule with its critical path. 
 

 
Figure 4: Linear schedule 
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 The initial CPM analysis had indicated activities A, 
B, D, E, and F all to be critical. The more in-depth analy-
sis shows that in fact only the start of activity A is critical, 
connecting through the A time buffer to the starts of B and 
C, continuing through D entirely, via the D time buffer 
through E, and finally via the E time buffer through F. 
 The absolute minimum total project duration that is 
theoretically possible would be achieved if resources were 
added to bring slower activities to the productivity of the 
fastest activities A and E, so that all activity lines in Fig-
ure 4 would be parallel In that case the project would 
have a duration of only 16 days, which would be equal to 
the duration of the first activity A plus the time buffers 
along the longest path through the schedule network. Note 
that simpler than CPM, the activity stacking under the 
new method described in this paper requires only to spec-
ify predecessors and successors, while the specific types 
of relationships between their starts and finished would be 
created automatically in the duration minimization step. 

4 CONCLUSIONS 

This paper has demonstrated the application of a new 
analysis method for linear schedules using singularity 
functions. It is intuitively based on standard geometry and 
algebra and can be performed manually. Its mathematical 
formulation is flexible and performs as well as traditional 
CPM, yet it allows a deeper 2D analysis of time and loca-
tion with fewer computations, can accommodate activities 
of any complexity, and enhances the existing graphical 
linear schedules. Future research will expand the analyti-
cal capabilities of the new method toward float and re-
source leveling, and will fully computerize the method. 
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