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ABSTRACT 

Many real-world production systems are complex in nature 
and it is a real challenge to find an efficient scheduling me-
thod that satisfies the production requirements as well as 
utilizes the resources efficiently. Tools like discrete event 
simulation (DES) are very useful for modeling these sys-
tems and can be used to test and compare different sched-
ules before dispatching the best schedules to the targeted 
systems. DES alone, however, cannot be used to find the 
“optimal” schedule. Simulation-based optimization (SO) 
can be used to search for optimal schedules efficiently 
without too much user intervention. Observing that long 
computing time may prohibit the interest in using SO for 
industrial scheduling, various techniques to speed up the 
SO process have to be explored. This paper presents a case 
study that shows the use of a Web-based parallel and dis-
tributed SO platform to support the operations scheduling 
of a machining line in an automotive factory.  

1 INTRODUCTION 

In general, scheduling concerns “the allocation of re-
sources over time to perform a collection of tasks” (Baker 
1974). In practice, scheduling refers to “the determination 
of a set of orders, which will be processed by the resources 
during a short-term period (day, week, etc.)” (Kiran 1998). 
When all numeric quantities (processing times, due dates 
etc.) are known in advance, the scheduling problem can be 
classified as a deterministic scheduling problem. In con-
trast, numerical quantities are stochastic in a stochastic 
scheduling problem. A static problem is when jobs are as-
sumed to be available at time 0, and a dynamic problem is 
when a sub-set of jobs has a non-zero release or ready time. 
According to Kiran (1998), scheduling problems can be 
defined into four different categories: static stochastic, stat-
ic deterministic, dynamic deterministic or dynamic sto-
chastic and can be addressed by three basic approaches:  
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Mathematical optimization approaches 
Dispatching rules and simulation-based ap-
proaches 
Artificial Intelligence (AI) based approaches, such 
as meta-heuristic search methods.  

Mathematical optimization approaches try to find the 
optimal schedule by analytical mathematics. There are dif-
ferent techniques that may be used depending on the prob-
lem to be solved. For example, linear programming can be 
used in many scheduling optimization problems, given that 
the objective function and the constraints can be defined as 
linear equations (Kiran 1998). A major drawback of the 
mathematical approaches is their limitation in representing 
real-world scheduling problems that are usually dynamic 
and stochastic in nature. In order to formulate a solvable 
mathematical model, unexpected events, such as machine 
break-down, rush orders and tools shortage that occur fre-
quently cannot be taken into account. At the same time, the 
complex mathematical techniques involved induce low ac-
ceptance to actual industrial users when compared with, e.g. 
dispatching rules.  

Basically, a dispatching rule is a rule of thumb that 
gives priority to a job among other jobs at a specific stage. 
It is the most common approach used to solve industrial 
scheduling problems because of its computationally effi-
ciency and easy implementation. However, dispatching 
rule based approaches do not try finding optimal schedules, 
but rely on knowing that one, or a combination of schedul-
ing rules would statistically perform better in producing 
satisfactory performance. In general industrial practice, 
dispatching rules are applied with no consideration to sys-
tem stochastic behaviors. Nevertheless, steady-state per-
formance with consideration of system dynamics and sto-
chasticity of dispatching rules can be made by combining 
dispatching rules with simulation, which is commonly re-
ferred as simulation-based scheduling.  

Simulation modeling has the capability to represent 
complex real world systems in detail. They are also very 
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useful for communicating details, such as a scheduling sit-
uation, because of the visual aids that simulation brings. A 
simulation model built for scheduling is quite different 
when compared to an ordinary simulation model. Simula-
tion models are generally used for the design and analysis 
of an existing or proposed system, while simulation-based 
scheduling is used for on-going operation and control of 
the system and the ultimate output is a detailed operation 
plan. Simulation-based scheduling approaches are derived 
from the group of dispatching rule based approaches. In a 
simulation-based approach several dispatching rules might 
be used at different stages in order to make a decision. A 
scheduling system could be used as a tactical tool to de-
termine how jobs are to be planned for the next scheduling 
period (Koh, Souza and Ho 1996; Kiran 1998). 

Simulation-based scheduling might, however, include 
much user intervention in order to manually test different 
schedules, and it is no guarantee that a good schedule is 
found. In order to automatically search for optimal solu-
tions, a scheduling problem can be solved by using simula-
tion-based optimization (SO) in which the simulation mod-
el is integrated with meta-heuristic search methods, such as 
genetic algorithms (GA). By integrating these two tech-
niques the performance of different schedules in a complex 
production system can be accurately forecasted by the si-
mulation model whilst the optimization makes it possible 
to find a “optimal” schedule, provided that such a schedule 
can be found in a limited computational time. With the ob-
servation that long computing time may prohibit the inter-
est in using SO for decision-making support and/or opera-
tions scheduling, Ng et al. (2007) have developed a Web-
based parallel and distributed simulation platform, which is 
called OPTIMISE (OPTIMization using Intelligent Simu-
lation and Experimentation), to enable computationally ex-
pensive simulation to be run in parallel and distributed 
processors.  

This paper presents a case study of the application of 
applying SO to the scheduling of a camshaft machining 
line in an automotive factory in Sweden, using the Web-
based parallel and distributed computing platform 
OPTIMISE. The rest of the paper is organized as follows: 
Section 2 gives a brief overview on the background of the 
case study and its scheduling problem. Section 3 intro-
duces the GA as the meta-heuristic method used in the SO 
process. Section 4 presents the Web-based computing plat-
form OPTIMISE. The industrial scheduling application 
developed using the OPTIMISE framework is presented in 
Section 5. Section 6 summarizes the optimization results so 
far in this study. Conclusions and future work can be found 
in Section 7. 
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2 CASE STUDY AT VOLVO CARS 

This section gives the background of the real-world sched-
uling problem and the simulation model developed to help 
users to evaluate different schedules through an input data 
interface.

2.1 Background 

Volvo Cars Engine in Skövde, Sweden, is responsible for 
supplying engines for Volvo cars and some of Ford’s car 
models. The camshaft machining line needs to increase the 
overall throughput of the system, but the problem is that 
scheduling of the line is highly complex and is very diffi-
cult for a good schedule to be found by the current shop 
floor control system. The line consists of 14 different ma-
chine groups and each group has one to seven parallel ma-
chines; there are in total 34 machines in the whole line.  
However, unlike an ordinary flow shop with parallel ma-
chines, each machine has its own processing time, physical 
capability and limitations, as well as variability in terms of 
failure and setup. At the same time, there are many differ-
ent types of products and each type of product has its own 
path through the line. The machining line is semi-
automated with robots that feed machines inside cells, but 
the loading, unloading and the decision of when or where 
to process different types of parts is decided by operators at 
each work area. Currently, batches of different product va-
riants are scheduled to start in a specific order, in order to 
keep the variants in the finished goods stock above a secu-
rity level over time, but without much consideration on the 
sequence dependent setup times. The security levels are 
important because these make it possible for the line to 
feed camshafts downstream even if a major breakdown of 
a machine occurs. Even though different batches are priori-
tized in a specific order, the operators usually re-schedule 
them to minimize the number of setups. The consequence 
of these manual decisions in the machining line is that 
some machines might be optimized, but not the overall per-
formance of the line, especially when unexpected events, 
like urgent orders, machine failures occur.  

2.2 Input Data Interface 

A simulation model was developed to represent the exist-
ing line in order to be able to answer production and sche-
duling related questions. The users of the simulation model 
are not expected to be simulation experts and therefore 
they will work from a custom made graphical user-
interface (GUI). The GUI, built in Microsoft Excel, is im-
portant because it enables the users to flexibly test many 
different options in the settings and some attributes of the 
simulation model, without the need to open the simulation 
model. The GUI includes production input data such as 
machine cycle times, availability, setup settings, buffer ca-
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pacity, etc. in order to be able to easily configure and run 
production related tests. It also includes different settings 
that are connected to the scheduling of the line such as start 
conditions and schedules for different parts of the line, see 
Figure 1. Details of the line, including carts, are also mod-
eled. The cart is a resource that the camshaft are trans-
ported on between operations. It is possible to change the 
number of carts between operations in the GUI, without 
modifying the model. It is also possible to set which ma-
chines that should be available or not depending on current 
status of the line, define variant path through operation 
groups, planned stops on certain machines or the whole 
line due to maintenance, meetings, etc. When compared to 
classical scheduling methods, simulation-based scheduling 
can flexibly and dynamically take into account this infor-
mation.  

Figure 1: A screenshot of a schedule in GUI 

The GUI allows and helps the user to manually fill in a 
schedule of the line and has a capability to control if the 
user has made a valid plan. In Figure 1, each row is one 
batch of a specific variant that is scheduled over several 
machines. The first rows represent Work-In-Process (WIP) 
in the line and these are only to be scheduled from its start 
position. The WIP at the end of the line allocates the first 
row followed by succeeding batches upstream in the line. 
The new batches, which are to be started, are allocated be-
neath the WIP in a prioritized order. After this step it is 
possible to run a macro to color each cell in the matrix in 
order to help the user to easily identify in which machines 
it is possible to schedule each batch (light-grey fields), 
which depends on a batch’s start position, variant type and 
machine related settings. The user can fill in the matrix to 
make a schedule and run a macro to check whether it is va-
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lid. Another feature is that it is possible to re-prioritize 
batches at different parts of the line in order to run the pro-
duction more efficiently. For example, it might be desir-
able to hold some batches at a specific stage in order to re-
duce the number of setups. It is possible to run the 
simulation model in deterministic or stochastic mode by 
the corresponding setting in the GUI. 

3 THE OPTIMIZATION ALGORITHM 

The optimization strategy implemented is based on a GA. 
GAs are population based search algorithms inspired by 
theories from natural evolution. The basic idea behind 
these algorithms is that a population of individuals repre-
sents possible solutions of a given problem. Through re-
combination of solutions, offspring are created, forming a 
new generation of the population. Some of the solutions 
are better suited for the problem and these are given more 
opportunities to reproduce and pass their desirable behav-
ior to the next generation, similar to natural selection. New 
generations of the population are evolved until a suffi-
ciently good solution is found. 

GAs have been proven to be very flexible and reliable 
in searching for global solutions (Baesler and Sepúlveda 
2001) and also capable of solving complex scheduling 
problems (Azzaro-Pantel 1998). Their characteristics mak-
ing them suitable for solving multi-objective simulation-
based problems (Eskandri, Rabelo and Mollaghasemi 2005) 
and they can easily be coupled with any discrete-event si-
mulation models, in contrast with some other heuristic me-
thods which are more suitable only to certain problems 
(Azzaro-Pantel 1998). 

The rest of this section describes the GA implemented 
for solving the multi-objective optimization problem con-
sidered in this paper. 

3.1 Representation of Solutions 

The GA encodes possible solutions as genomes and each 
genome instance represents a single solution to the prob-
lem – in this case an operation schedule. In many applica-
tions, the efficiency of GAs is determined mainly on how 
the domain problem is encoded in the genome and the rep-
resentation has therefore been considered carefully in this 
study.  

The genome for this problem is designed to represent 
the schedule presented in Figure 1. The genome is imple-
mented as a matrix in which each row corresponds to a 
specific batch that is scheduled over several operations. 
The internal order of the different variants is determined by 
a sequence number, which is also part of the genome. Ta-
ble 1 below shows an example of a simplified genome with 
two batches scheduled on two operation groups. The task 
of the GA is to fill in the light-grey cells of the matrix 
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while meanwhile considering all constraints. The cart size 
is a user-defined constant set to be 50.   

Table 1: Example of genome. 
 Operation group 1 Operation group n

Batch Sequence 
number 

Op1 Op2 Op3 Op1 Op2 Op3

batchA 2 50 50 50 50
batchB 1 50 50 50 50

3.2 Genetic Operators 

A first population of 50 candidate solutions is generated 
satisfying all the constraints. It is possible to use an initial 
batch sequence order defined by the user and randomly 
generate the rest.  The carts are randomly allocated for the 
allowed operations. A uniform crossover operator is used 
in which a new solution is created by taking each row of 
the matrix randomly from one of the two parents. The 
crossover operator only applies to operations and not se-
quence numbers; those are simply inherited from the par-
ents. To maintain the genetic diversity from one generation 
to the next, some of the offspring solutions are mutated. 

3.3 Fitness Function 

A fitness function quantifies the quality of solutions by as-
signing a fitness value to each of them corresponding to 
their performance. An essential objective for the camshaft 
machining line is keeping the security levels of the variants 
in the finished goods stock. The production planners and 
other experts of the system would rather not like to go un-
der the security levels, but minor shortage could be al-
lowed if a schedule can increase overall system throughput 
at the same time. A large shortage is not desired because of 
the risk it conveys. Not only is the performance mean im-
portant because a high variation could cause major losses; 
hence, a robust schedule is requested. Based on quadratic 
loss function (Sanchez 2000), the expected loss of shortage 
( S ) in Equation (1), is a good approximation in the repre-
sentation of this objective. 

22( ) ( )S loss w Y x  (1) 

where, ( )Y x  is the performance mean and  is the stan-
dard deviation for variable settings x ,  is the target value, 
and w  is the objective weight. The quadratic loss function, 
penalizes small values of deviation to target little, but pe-
nalizes large ones much. In this case a one-sided quadratic 
loss function is used, because a loss only occurs if a short-
age of the security levels takes place. Some of the product 
variants are more important than others when considering 
preventing a shortage of the security level. Therefore, an 
objective weight is used to prioritize the product variants to 
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each other. The performance mean is measured in a per-
centage scale, where zero means that the security level 
were kept, 100% means that the quantity of this product 
variant in the finished goods stock was empty, and more 
than 100% means that there was a deficit of this variant in 
the finished goods stock at some time. The 18 different 
product variants have their own weight according to its rel-
ative importance to the overall objective function. As long 
as the security levels of the product variants have no or a 
small shortage, the most important objective for the cam-
shaft machining line is to increase the overall through-put 
of the system. Not only is the performance mean important 
because a high variation could cause major losses. There-
fore the objective function for throughput ( T ), Equation 
(2), was created according to the values of production 
planners and other experts of the system. The objective 
function was formulated into a minimization objective and 
can be written as: 

T w k Y x  (2) 

where, Y x  is the performance mean and  is the stan-
dard deviation of variable settings x ,  is the target value, 
k  is a constant, and w  is the objective weight. The target 
value is set to theoretically max throughput (   = 225) in 
order not to exceed it. The function has a constant, k  = 0.5, 
because the performance mean is more important than per-
formance variation according to the experts of the system, 
but still robustness is essential.  

The fitness value ( F ) assigned in this case is based on 
a combination of throughput and shortage and is calculated 
using the Equation: 

18
2 2

1

0.5 225 ( ) ( )t t t s s s
s

F w Y x w Y x  (3) 

where, tw  is the objective weight of throughput, t  is 
the standard deviation of throughput, ( )tY x  is the per-
formance mean of throughput, sw  is a variant’s objective 
weight of shortage, s  is a variant’s standard deviation of 
shortage, and ( )sY x  is a variant’s performance mean of 
shortage. 

4 OPTIMISE: A WEB-BASED SO 
ENVIRONMENT 

OPTIMISE is a Web-based parallel and distributed com-
puting platform that supports multiple users to run experi-
ments and optimizations with different simulation systems. 
The platform is designed to be multi-tier client/server 
based in which all complex components, including various 
meta-heuristic search algorithms, neural network based 
meta-models, deterministic/stochastic simulation systems 
and the corresponding database management system are 
integrated in a parallel and distributed platform and made 
47
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available for general users to easily access, anytime, any-
where, through Web Services technology (Ng et al. 2007). 
As shown in Figure 2, at the heart of the OPTIMISE archi-
tecture is a number of optimization engines, surrounded by 
a set of OPTIMISE Server Components which spread 
across three tiers: (1) Web Server; (2) Optimization and (3) 
Simulation subsystem. In a SO application supported by 
the OPTIMISE framework, the optimization engine (Op-
tEngine) in the optimization tier is the most important 
component because they provide the core functionality for 
major algorithmic processing and act as the hubs for coor-
dinating other functions, including data logging and meta-
modeling. Server components can be accessed by client 
applications through consuming the OPTIMISE Web ser-
vices, hosted by the Web server as shown in Figure 2. The 
Web server listens to the XML requests and acts accord-
ingly.  

The Optimization Manager (OptManager) is Windows 
service that listens to the request from the Web Server to 
launch different OptEngines according to the preferences 
and parameters specified by the users through client appli-
cations. In the OPTIMISE server, simulation components 
are decoupled from the core server components in order to 
support parallel simulation. Different simulation systems 
can be connected to the SimManager homogenously via 
SimAgents. When a SimAgent is launched it will be regis-
184
tered at the SimManager as an available resource. The cur-
rent dispatching strategy is that an idle SimAgent will pick 
up a job that is pending in the message queue of the Sim-
Manager and launch the targeted simulation system.  

In principle, any applications that consume the Web 
services provided by OPTIMISE can be called an 
OPTIMISE client application. In order to supply the re-
quired data needed for running SO for the industrial sched-
uling problems, the GUI mentioned in Section 2.2 was ex-
tended to connect to the OPTIMISE Web services for 
launching SO for the camshaft machining line. On the oth-
er hand, there are some generic applications developed for 
the monitoring/control of the OPTIMISE Server Compo-
nents and manage optimization project data. By generic, it 
means that they are not specific developed for a particular 
application. One of such an application that can be very 
useful for a wide range of SO applications is OPTIMISE 
Browser, with which it is possible to browse new and his-
torical optimization data from OptDB, using advanced data 
plotting and analysis. How the OPTIMISE framework and 
client applications are used for production planners to do 
weekly production scheduling in the industrial case study 
is the topic of the next section.  
Figure 2: The system architecture of OPTIMISE
8
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5 OPTIMISE FOR INDUSTRIAL SCHEDULING 

5.1 Using OPTIMISE Browser 

With OPTIMISE Browser, it is possible to see different da-
ta plots, studying the optimization progress and generate 
Gantt charts for each individual evaluations. Figure 3 pro-
vides the screen shots of the information that can be 
viewed using OPTIMISE Browser. When the SO is fin-
ished the user can use the best operation schedule for the 
real production line. Not only are the output data related to 
1849
the fitness function important for the industrial users to 
view, but also other production data are very useful for 
their daily work in, e.g. decision making. Large amounts of 
data is stored in the OptDB and can be viewed from the 
OPTIMISE browser. Production personnel might for ex-
ample use forecasted inactive periods for planned mainte-
nance using the Gantt chart. To view utilization of ma-
chines and stock levels over time makes it easier for the 
production planner to see which machines that are possible 
bottlenecks for the period and which variants that has a 
critical stock level and need to be followed up during the 
day. 
Figure 3: Screenshot of output data in OPTIMISE Browser
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5.1.1 Optimization Progress 

Some of the output data, stored in the database, are more 
important in a scheduling point of view for the experts of 
the camshaft machining line, and are therefore presented in 
graphs. It enables the users to be able to observe the pro-
gress of the SO process. Mean values and standard devia-
tion are presented in graphs of fitness, throughput, shortage, 
lead time, and WIP, but if necessary it is possible to pre-
sent more output data in graphs, as the data is stored in the 
database. The graph shown at right upper corner in Figure 
3 is a screenshot from the OPTIMISE browser displaying 
the  SO process of the throughput value of a scheduling 
scenario. By comparing the graph of the fitness value with 
the graphs of throughput and shortage it is possible to see 
how the optimization is carried out. At first the optimiza-
tion has focus on producing the right variants at the right 
time by decreasing the shortage, because a large shortage 
penalizes the fitness function much, and then the focus is 
on increasing the throughput. 

5.1.2 Gantt Charts 

For each evaluation, a Gantt chart can be generated in or-
der to study the status of machines (processing, setup, fail-
ure, shift out, planned stop, and nothing to produce) and 
jobs allocated to them in the scheduling period. Here the 
user can see how a schedule affects each machine over 
time. This will bring additional information to the opera-
tors at the machining line that they did not have before. 
The production planner can see how a schedule affects the 
line, the shift leaders and production engineers can plan the 
number of operators needed, plan for extra work such as 
testing of new variants, plan maintenance of machines, and 
plan for other events such as meetings.  

The Gantt chart at the bottom in Figure 3 shows the 
schedule from one evaluation in the simulation model. In 
order to make it useful for experts of different domains it is 
possible to configure how the Gantt chart has to be dis-
played. The zoom function allows the user to watch a pe-
riod of interest. It is possible to show or hide status bars to 
make certain activities clearer. The user may also select 
which machines that should be displayed or not, in order to 
customize the Gantt chart for individual needs. Information 
is attached to activities showing which variant number and 
batch number an activity has. Different batches in the 
Gantt chart and variant number information listed below 
make chart clearer to see. The Gantt chart bars can be col-
ored according to user specifications, where in default the 
colors are based on activity types. For example, the user 
can specify the color according to batch number in order to 
be able to easily follow a batch throughout its operation 
steps. To make it even clearer it is possible to choose to 
show or hide each batch in the Gantt chart.  
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5.1.3 Stock Levels 

Due to the importance of handling demand fluctuations and 
unexpected events, such as machine break downs and 
product defect in quality, it is important to keep track of 
the security stock levels of different product variants over 
time. Therefore, the FGI levels are logged over time during 
each evaluation, see Figure 3. This enables the production 
personnel to see which variants that has a critical stock 
level and need to be followed up during the day. 

5.1.4 Export Input and Output Data 

If necessary, it is easy to export input and output data from 
the OptDB through OPTIMISE browser to excel, which 
enables the user to analyze and plot customized graphs in 
excel. If the user wants to visualize a schedule other than 
just using the Gantt chart it is easy to export the schedule 
to the input data GUI and launch a simulation run manually. 
Through the animation capability of the simulation soft-
ware, the user can check the dynamic product flow (e.g. 
blocking, buffer levels) by running the simulation model 
with the predetermined schedule.  

5.2 User Scenarios 

To run an optimization, the user first defines the schedul-
ing scenario, starts the optimization and then receives the 
results through OPTIMISE browser. To define the schedul-
ing scenario certain information is needed. At each new 
scheduling process the user sets the simulation-based sche-
duling period to one or two weeks, in order to have over-
lapping periods (see Figure 4) due to changes to the status 
of the line and demand changes.  

Figure 4: Overlapping scheduling periods 

The overlapping periods is purposed to avoid the risk 
of generating sub-optimal schedule just for the first 
day/days of the scheduling period. At each scheduling 
process the user defines the scheduling scenario by collect-
ing information from different systems (see Figure 5). The 
production planner needs to collect the information listed 
below: 
50
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Scheduling scenario information: the user sets the 
scheduling period length, calendar information 
such as shifts and planned maintenance, simula-
tion replications, and fitness function used into the 
input data GUI. 
Production line status: the user checks the status 
of machines, counts WIP of different variants and 
put this data into the input data GUI. 
Information system: the user checks the current 
number of variants in FGI, and collect demands 
and put this information into the input data GUI. 

Figure 5: Input data collection for a scheduling period 

Depending on the status of the line, the user may ei-
ther gather WIP information automatically from the simu-
lation model or collect the information directly from the 
shop floor control system, if possible. The information ga-
thered for the scheduling scenario is used for creating a 
new schedule of which the optimization is based on. It is 
possible to do this manually or automatically by using a 
built-in macro in the input data GUI. The macro allocates 
WIP and the start of new batches according to demand 
over time.  

When the user starts the optimization the input data 
file is sent to the optimization engine at the server site via 
File Transfer Protocol (FTP). Microsoft Message Queuing 
(MSMQ) is used for the communications among various 
OPTIMSE Server Components. At the client site the user 
can watch the progress of the optimization using 
OPTIMISE Browser. When the SO is finished the user can 
use the best operation schedule for the real production line. 

6 RESULTS

Several SO scenarios have been carried out and so far the 
results look very promising. Evaluation of results shows 
that the application is successful in finding good solutions 
according to the fitness function. When compared to a ma-
nual approach, once the optimization process has started 
there is no user intervention needed. Furthermore, it en-
ables many different users to easily access the results as 
these will affect different parts of the line differently. The 
18
SO in this case study does not guarantee that the optimal 
schedule is found, but on the other hand this is usually not 
needed in industrial practice in which it is more important 
in finding a good and reliable schedule. Engineers and oth-
er experts of the system see great potential in the applica-
tion as it not only gives them a good schedule, but also 
give them complementary information required to run their 
production system more effectively. 

A SO was carried out for a scenario of five days of 
production representing a difficult scheduling problem that 
could be encountered by the shop floor. Figure 6 shows the 
moving average of the fitness value and throughput per 
hour with a window size of 50 for 2000 evaluations. In this 
scenario the fitness value is rapidly improved in the first 
1000 evaluations and after approximately 2000 evaluations 
the fitness value has been improved by more than 80% 
compared to the first population. In the beginning of the 
optimization the most important objective is to decrease 
shortage of some variants due to their tight deadlines, but 
after a while throughput gains more and more importance. 
The throughput is increased by approximately 18 % after 
2000 evaluations compared to the first population. Total 
computing time for the SO process was significantly re-
duced by running simulations in parallel utilizing the Web-
based parallel and distributed computing platform 
OPTIMISE. 

Figure 6: Moving average of fitness value and throughput 

7 CONCLUSIONS AND FUTURE WORK 

This paper presents a successful implementation of a Web-
based simulation optimization system for industrial sched-
uling of a machining line in an automotive factory in Swe-
den. A DES model was built in order to represent the com-
plexity of the existing line and to provide the user with 
valuable information and to be able to answer scheduling 
related questions. The model was incorporated into an SO 
application framework, which makes use of parallel and 
distributed simulation, through a Web services interface, to 
speed up the optimization process. The optimization algo-
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rithm developed is based on a Genetic Algorithm (GA). In-
itial results have shown that the application is successful in 
finding good solutions according to the fitness function, 
within a limited computation time. Future work is on effi-
ciency enhancement, to further develop the GA implemen-
tation, investigate the possibility of a surrogate model, etc. 
Another important task to be investigated is robustness 
concerning both the fitness function and the GA implemen-
tation. 
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