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ABSTRACT 

We discuss design issues related to the transformation of a 
mature Agent-Based Model (ABM) for computational epi-
demiology into a “grid-aware” version. EpiSims is a dis-
tributed discrete event ABM that has been in production 
for nearly a decade.  Working under a grant from the Na-
tional Science Foundation and the NIH (NIGMS) funded 
MIDAS project, we are reengineering EpiSims to run as a 
single job on multiple Linux clusters on the NSF TeraGrid. 

1 INTRODUCTION

EpiSims is a distributed memory ABM that uses a discrete 
event update engine. EpiSims was designed to help us un-
derstand the spread of contagious diseases in urban popula-
tions.  The system has been used to study the spread of 
various naturally occurring pathogens such as smallpox, 
bubonic plague, pneumonic plague, and various influenza 
strains, including H5N1 avian bird influenza. An example 
of the type of result produced by EpiSims is shown in Fig-
ure 1, which shows a hypothetical spread of the H5Ni virus 
in the Chicago metropolitan area. That particular study 
used an agent cardinality of [x million] individuals.  
 A typical EpiSims run will produce infection curves 
like those shown in Figure 2.  
 EpiSims was designed to run on distributed memory 
Linux clusters, and because it uses a discrete event update 
engine it has stringent synchronization requirements. 
Simulation time is advanced when each event queue run-
ning on every processor of the cluster pops its events off of 
the top of its own queue. We implemented a synchroniza-
tion algorithm to maintain all the compute nodes in a clus-
ter tightly coupled in time in order to prevent the possibil-
ity of events occurring in the past as individual person 
agents migrate between compute nodes The algorithm is at 
http://www.trnmag.com/Stories/2003/021203/Scheme_smo
oths_parallel_processing_021203.html.
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2 GRID DESIGN ISSUES 

With the introduction of grid computing environments, 
such as the NSF-funded TeraGrid (Figure 3), opportunities 
now exist for running much larger EpiSims simulations as 
a single job on multiple clusters on the TeraGrid. However, 
the computational heterogeneity of the TeraGrid resources 
introduces complexities for distributed discrete event-
driven ABMs. Some of the most important issues that need 
to be addressed include global parallel I/O, problem parti-
tioning, and synchronization methods. In particular, Grid 
computing introduces a new distributed discrete event 
(DES) synchronization requirement. We now identify two 
types of synchronization that must be performed in order to 
support efficient computation on the Grid. The on-cluster 
synchronization requirement remains tight, but we now 
have an inter-cluster synchronization requirement that is 
much looser (Figure 4).  
 Assuming that the social network input data has been 
appropriately partitioned such that regions of highly-
connected network have been identified and assigned to the 
individual clusters in the grid configuration, we now en-
counter a loose inter-cluster synchronization requirement 
whose purpose is to ensure that person-agent migrations 
between network segments managed by different clusters 
do not create time order event errors. This inter-cluster 
synchronization requirement is less rigorous than the on-
cluster requirement, if the network problem has been parti-
tioned properly such that highly inter-connected regions 
are assigned to the separate clusters in a run configuration.  
 A key element of the Grid version of EpiSims is a tool 
called MPICH-G2 (http://www3.niu.edu/mpi/), which is a 
“grid-aware” version of MPI. With MPICH-G2 it is possi-
ble to send an MPI message from a compute node on a 
TeraGrid cluster to a compute node on any other TeraGrid 
cluster in the run configuration. MPICH-G2 will make it 
possible to extend the on-cluster synchronization algorithm 
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used in EpiSims to also incorporate the new inter-cluster 
synchronization requirements. 

3 SUMMARY AND FURTHER RESEARCH 

This project is still a work in progress. Once the coding 
phase is complete, we will develop an experimental design 
that will allow us to perform parameter sweeps for identi-
fying which systems parameters control system perform-
ance. Included in the parameter list are: 

1. Inter-cluster synchronization time barrier value 
2. Travel density between population segments 

running on different clusters 
3. Global I/O bandwidth limitations 
4. Initial population network partitioning between 

clusters
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Figure 1. Chicago H5N1 Infections 
Figure 2. Counts of New Infections 
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Figure 3. NSF TeraGrid  

Figure 4. Inter and Intra Cluster Synchronization Messaging  
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