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ABSTRACT 

Agent-based simulation is increasingly used to study sys-
tems in many areas of business and science. Using agent-
based simulation for prediction could be very valuable. 
However, these models usually have a lot of parameters 
which are difficult to measure directly leading to uncer-
tainty as to the best values to use. Obtaining the values for 
the parameters may require calibration of the model against 
observed historical output data. This type of problem is an 
inverse problem and there may be many sets of feasible pa-
rameter values giving a wide range of predictions. The 
work described here investigated the extent of this problem 
for a word of mouth consumer model. 

1 INTRODUCTION 

In recent years agent-based (or individual-based) simula-
tion has received a lot of attention. Agent-based simulation 
refers to simulations of systems that contain agent entities 
whose behaviour depends dynamically on the state of the 
system. This enables the agents to adapt their behaviour to 
changing conditions. In modeling such adaptive behaviour, 
agent-based simulation is a tool commonly used in com-
plexity science (Waldrop 1992). 

There is no standard definition of an agent. Some defi-
nitions list a set of properties but a better approach is per-
haps simply to say that an agent is an entity for which 
some cognitive process is modeled (Edmonds and Mohring 
2005). Usually, agents receive information from the envi-
ronment (including other agents) and have internal rules 
that represent the cognitive decision process and determine 
how they respond. The rules can be a simple function of 
the inputs received or can be very complex incorporating 
various internal state parameters, and can also include a 
model representing the agent’s worldview of some part of 
the environment (such as predictions of other agents’ be-
havior). An example of a framework for complex cognitive 
processes is the PECS model, which has a hierarchical 
structure with states for physis (physical body), emotion, 
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cognition and social status as well as sub-components for 
each of these (Schmidt and Schneider 2004). 

In some cases the rules governing the agents’ behavior 
are fixed throughout the simulation and in other cases the 
rules can change to represent learning. The number of 
agents modeled can also vary from an individual agent 
through to a large population. Populations are usually het-
erogeneous with individual agents having different pa-
rameters or even quite different rules (e.g. different trading 
strategies in a stock market simulation). Interactions be-
tween the agents are often a key part of the behavior of the 
system. A very wide variety of applications have been 
studied using agent-based simulation including stock mar-
kets, auctions, the spread of disease, ecosystems, military 
battles, crowd dynamics, sports games, transport, social 
behaviour, social networks, the development of technology, 
and consumer market behaviour (such as fads). 

1.1 Nature of Agent-Based Simulation 

Although agent-based simulation is sometimes presented 
as if it were a new type of modeling, many “traditional” 
simulations feature some adaptive agent behavior. For ex-
ample, a simple queueing simulation may include a rule 
that customers (the agents) will not, with some probability, 
join the queue if its length exceeds a certain value, or that 
customers leave the queue if they have to wait too long. 
The customers therefore have rules of behavior that depend 
on the prevailing conditions in the environment and so can 
be considered to be simple agents. Genuine novelty in 
agent-based simulations can lie in the complexity of the 
rules of behavior, in the size of the population, or in the 
application of simulation to new situations. One of the 
causes of the greater use of agent-based simulation is that 
increasing computing power now makes such simulations 
feasible. There is also an appreciation that for some sys-
tems an agent-based approach may be necessary in order to 
capture the dynamics of the system. 

Much of the agent-based simulation work has had the 
aim of increasing the understanding of the type of system 
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rather than trying to reproduce a specific situation. Such an 
approach can be very valuable in producing important new 
insights and improving understanding. Simulation models 
in general are constructed by modeling local behaviour and 
then connecting the different parts together and allowing 
them to interact. Therefore any simulation model can pro-
vide useful information about the relationship between lo-
cal structure and global behavior, which can increase un-
derstanding. However, relating this to a particular real 
system implies that the model structure is a good represen-
tation of the important parts of the real system. If this is not 
the case then the implications drawn may be incorrect. It is 
therefore important to assess the validity of the model, al-
though in the absence of a specific real system, validation 
can only consist of a subjective assessment of the plausibil-
ity of the model structure and of the responses (white box 
validation (Pidd 1996)). For example, one of the early 
pieces of work was the boids simulation (Reynolds 1987), 
which tried to find rules for general “boid” agents to pro-
duce flocking behaviour that appeared realistic compared 
to the flocks, herds and schools of different animals in the 
real world. Some of the social science simulations are 
highly simplified models of virtual societies, such as the 
Sugarscape model of Epstein and Axtell (1996). Criticisms 
of these sorts of models in some quarters have been that 
they are too divorced from reality to provide useful infor-
mation about the real world and may reflect the prejudices 
of the model builder (see, for example, Lansing (2002) for 
a discussion of this debate). 

1.2 Prediction, Model Calibration and the Inverse 
Problem 

For some applications, using agent-based simulation for 
prediction (rather than just better understanding) could be 
very powerful. For example, a company might wish to use 
a model of the population of their customers with word of 
mouth interactions to predict the sales of the product or the 
effect of an advertising campaign. However, the problem is 
that agent-based models typically have a very large number 
of parameters and many of these cannot be measured di-
rectly or estimated with sufficient precision. The only other 
information available may be historical output data from 
the real system. Such data can be used to calibrate the 
model by finding parameter values that produce a good fit 
with the data. This is known as an inverse problem since it 
consists of using the outputs to determine the inputs. The 
problem is that there will usually be many solutions. There 
are two main reasons for this. The first is that there are of-
ten many parameters and few historical data values. The 
second is that any model that produces a good fit should be 
considered acceptable. A perfect fit is not expected be-
cause any simulation is a simplification of the real system 
and also there may be measurement errors in the historical 
data.  
11
The result is that a wide range of sets of parameter 
values may give an acceptable fit and are therefore feasible 
values. However, they may give quite different predictions. 
The inverse problem has been studied in other areas of sci-
ence including groundwater modeling (Yeh 1986). 
Groundwater models are deterministic models of under-
ground aquifers (porous and permeable rock that holds a 
useable amount of water, acting like an underground reser-
voir). These models require geological parameter values 
over the area modeled and yet only a few direct measure-
ments may be available. The direct measurements are point 
values and only give limited information for the model 
since the basic model elements are cells representing quite 
a large area. Output values for the groundwater head levels 
may be available at certain points (usually wells). 

The complex non-linear nature of most simulation 
models means that there is no simple equation for the fea-
sible values of the parameters. Therefore methods used for 
tackling the inverse problem have involved running the 
simulation and deriving alternative predictions in some 
way from those runs. Brooks et al. (1994) describe an ap-
proach to find the range of predictions of a groundwater 
model from alternative feasible calibrations that was ap-
plied to an existing model of the Birmingham aquifer in the 
U.K. (Greswell et al. 1994). The aquifer was represented in 
the model by dividing it into rectangular cells each of 
which required geological parameters. The model also in-
cluded  input of water from rainfall and other sources (such 
as water mains leakage), and abstraction of water from 
wells. Historical data of groundwater measurements were 
only available at 12 sites for certain years and there were 
few readings before 1970. The objective was to predict 
groundwater levels for 2020 particularly focusing on areas 
where the water will be close to the surface. A prediction 
measure based on this objective was defined and a criterion 
was also established for an acceptable model based on the 
model output data being sufficiently close to the historical 
values. A search method was then used to look in the pa-
rameter space for the best and worst case predictions 
amongst acceptable models. The result was quite a wide 
range of predictions indicating that a single point predic-
tion could be very misleading. Instead, the appropriate ap-
proach is to take account of the alternative feasible calibra-
tions and to evaluate, in some way, the different 
predictions they produce. An alternative way of doing this, 
developed by Beven and Binley (1992), is to build up a 
probability distribution of predictions using the likelihood 
of each parameter set being the best. 

2 AIM AND OVERVIEW OF APPROACH 

The aim of this study was to investigate the calibration 
problem for an agent-based simulation, which should give 
an indication of the limitations of using such models for 
prediction. An alternative viewpoint is that the study may 
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indicate the amount of data required to produce a narrow 
range of predictions. 

The approach used was to develop an agent-based 
model and to treat this model as the real system. Output 
data from this model can then be taken as measured values 
from the real world and, in a pseudo-modeling exercise, 
used to calibrate an agent-based model of the system. A 
method similar to that of  Brooks et al. (1994) can then be 
used to investigate the variations in predictions. The ad-
vantage of such a pseudo-modeling exercise is that the 
“real system” is completely known. Consequently, the 
models’ predictions can be compared with the “true” future 
values, and the precise differences between the models and 
the real system are also known. In the experiments carried 
out here the model has exactly the same structure as the 
“real system” and so the uncertainty in the predictions is 
entirely due to the nature of the calibration process rather 
than any differences in the way the model and the real sys-
tem work. This allows the study to isolate this effect which 
would not be possible if an actual real world system was 
used. 

In most systems to which agent-based modeling is ap-
plied, the population is heterogeneous and there is a lack of 
detailed information about each individual in the popula-
tion. There is also uncertainty as to exactly how the indi-
viduals will behave and interact in the future. A typical 
model therefore uses random sampling for both the charac-
teristics of individuals and the interactions between them 
during the model run. Since the model is stochastic, multi-
ple replications and statistical analysis are required to take 
account of this uncertainty. This creates an additional com-
plication in the calibration process compared to the deter-
ministic groundwater models. As a consequence, a good fit 
with the historical data requires comparing the measured 
values against values from the multiple replications, and 
predictions also need to be produced using multiple repli-
cations.  

3 SIMULATION DESIGN 

3.1 Model application 

The application chosen for the research was a consumer 
word of mouth model. The type of product we had in mind 
when constructing the model was one with a short life cy-
cle, with a high likelihood of the passing of information 
and opinions between consumers by word of mouth, and 
that is purchased as a one-off item (rather than a repeated 
purchase). Examples would include a computer game, a 
music album or a cinema ticket for a particular film. The 
population represented might be school or university stu-
dents.  

Other studies that have investigated word of mouth 
consumer behaviour include Baxter et al. (2003) and Ki-
12
jima and Hirata (2004). Baxter et al. (2003) built a generic 
model to allow companies to investigate the impacts of 
customer relationship management (CRM) strategies, with 
an aim of better understanding through comparison of sce-
narios rather than making specific predictions. Their model 
has 500 agents, connected in a way to mimic a social net-
work. The agents have perception values for the price and 
quality of the product that change based on interactions 
with other agents, their experience of the product and ex-
ternal factors (marketing, competition, CRM). The product 
is a repeat purchase product (such as a subscription service) 
and each agent has a threshold value for the total of their 
price and quality perceptions above which they purchase 
the product. Word of mouth interactions about the product 
between the agents become less frequent the longer they 
use the product, and there is also a loss of perception at 
each time step to represent the effect of the competition. 
Customers may therefore be gained and lost as their per-
ception values change. 

The aim of Kijima and Hirata (2004) was to look at 
the effect of different network structures, although the pre-
cise size and structure of the networks used is unclear. Ki-
jima and Hirata used an SIR (susceptible / infected / re-
moved) approach, based on disease transmission, for 
passing information between the agents. The purchasing 
decision depended on the agent’s enthusiasm for the prod-
uct, which is a function of the utility of the product for the 
agent, the reliability of the information and the agent’s atti-
tude to risk. 

3.2 Agents’ Attributes and States 

Our model contains a heterogeneous population of con-
sumers (the agents). There is no consensus in the literature 
as to the best way to model a consumer market with word 
of mouth interactions. Instead, the attributes of the agents 
and the interactions between agents in our model are based 
on our subjective views of the important factors in the real 
world, whilst trying to keep the model structure as simple 
as possible.  

Each agent has two state variables that vary during the 
simulation: 

• Knowledge (K): How much information the agent 
knows about the product (value between 0 and 
100). 

• Preference (P): How much the agent likes or dis-
likes the product (value between -100 and 100 
with positive values indicating like). 

The agents also have three fixed attributes assigned at 
the start of the simulation, which are selected at random for 
each agent from probability distributions: 

• Influence (I): Represents the agent’s social stand-
ing within the population (value between 0 and 
20). 
00
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• Unbiased true preference (U): Represents the 

preference that the agent would have about the 
product with complete knowledge in the absence 
of peer pressure (value between -100 and 100). 

• Buying criteria (B): The preference value at which 
the agent buys the product. This represents differ-
ent attitudes regarding purchasing behaviour from 
cautious to free spending (value between 0 and 
100). 

3.3 Interactions in the Model 

The interactions simulated in the model, as shown in Fig-
ure 1, are conversations between agents about the product, 
interactions between agents and the environment regarding 
the product (representing seeing the product in the shops, 
seeing adverts or reading media articles), and agents buy-
ing the product. For simplicity, it is assumed that only pair-
wise interactions between two parties take place. 

 

 
Figure 1:  Interactions in the model 

 
Fixed equations are used for each of these interactions, 

and the forms of the equations for agent a interacting with 
agent / environment b are as follows: 
Change in knowledge due to the interaction: 
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Increase in knowledge when product is bought: 
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a
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In each of these interactions the agents may increase 

their knowledge K value, representing gaining information 
about the product (1). The change in knowledge depends 
on the existing knowledge of both parties. The gain in 
knowledge is the proportion of knowledge not known by 
the agent multiplied by the knowledge of the other party 
multiplied by a random proportion α. For example if the 
agents knowledge is 70 then they will gain 0.3 × α of the 
other party’s knowledge. This reflects that even if the other 
party knows less than the agent they will still probably 
have some different knowledge. 

Whenever an agent’s K value changes this changes its 
P value as a function of the U value (2). The underlying 
assumption is that, in the absence of peer pressure, P = U × 
K/100 (i.e. a linear relationship between P and K). There-
fore, an increase in knowledge increases the preference by 
a proportion of the U value (with an adjustment to take ac-
count of existing peer pressure). 

The preference P value will also change due to the in-
fluence of the preference of the other agent (peer pressure) 
or the environment (e.g. the opinion in a magazine review) 
(3). The strength of both of these interactions depends on 
the relative knowledge and influence (the I values) of the 
two parties. 

The agent buys the product when its preference P 
value reaches its buying criterion B value. This increases 
the knowledge of the product by half the current lack of 
knowledge (4). As is the case with any change in knowl-
edge, (2) is then used to change the agent’s preference. 

The population is divided into groups (representing 
social groupings) and each agent has a much higher prob-
ability of talking about the product to other agents within 
the group than to other agents outside the group. Agents 
also have a probability of losing some knowledge each day. 

Interactions with the outside environment regarding 
the product are split into two types (Figure 1), information 
from the company and information from independent 
sources. These interactions use Equations (1), (2) and (3) 
in exactly the same way as interactions with other agents.  

At the start of the simulation all the agents have no 
knowledge and no preference about the product since it is a 
new product. However, the company conducts an initial 
marketing campaign and the agents may also see the prod-
1
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uct in the shops or read about it in the media. These inter-
actions enable the agents to gain knowledge and change 
their preference in the initial stages of the simulation. The 
limited time of the campaign was modeled by the probabil-
ity of receiving outside information being reduced linearly 
down to 25% of the initial value over a period of 75 days. 

3.4 Model Parameters and Modeling Scenario 

Having constructed the model structure as described in 
Section 3.3, the next stage in the modeling was to choose 
the values for the parameters. The model with the default 
parameters is the “real system”, and so the parameters were 
adjusted until the model gave plausible behavior. The re-
sulting parameters are shown in Table 1. The + and – in the 
table refer to the proportion of the population having nega-
tive values (i.e. dislike). The probability of an agent having 
a negative U value is fixed at 10%. Company and inde-
pendent refer to the two types of outside information ex-
plained in the previous section. The probability of the in-
dependent source having a negative preference is fixed at 
20%. The number of random conversations each day are 
the total number of such conversations in the population 
(i.e. 5 pairs of agents are picked at random from the popu-
lation). The population is divided into groups of size be-
tween 2 and 8. A binomial distribution is used for the 
probabilities of different group sizes as it is considered to 
provide suitable values (probability of size x = probability 
of x-1 successes from 7 trials with probability of success 
0.5, with a slight adjustment because the probability value 
for 0 successes is ignored). 

The scenario investigated in the research was that the 
current time is several weeks after the product was 
launched (10 weeks for the first experiment but this time 
was varied in subsequent experiments). Data for the total 
sales to date have been collected and provide the best 
available data to use for calibration. The company wishes 
to predict the total sales of the product and so the model 
should match the sales to date and needs to forecast the fi-
nal sales. The key output variable is therefore sales and all 
sales values are simply the number of items sold. 

3.5 Behavior of “real system” 

3.5.1 Sales Distribution 

The model was run with 500 agents, which represents a 
small community such as a school. The run length was 730 
days (2 years). The model with the default parameters was 
run 1000 times and this was assumed to represent the total 
population (i.e. 1000 schools). The average of these 1000 
replications therefore represents the true behavior of the 
real system. Figure 2 shows the product life cycle of sales 
120
per day for these replications and Figure 3 shows the same 
data as cumulative sales. 

 
 

Table 1:  Default parameters (the normal parameters re-
spectively are the mean and standard deviation, and the 
uniform parameters are the minimum and maximum values) 
 

Parameter Value 
U(+) Normal(75,15) 
U(-) Normal(-75,15) 
B Normal(65,10) 
I(company) Uniform(0,5) 
I(agent) Normal(10,3) 
I(independent) Normal(10,3) 
K(company) Normal(60,15) 
K(independent) Normal(40,15) 
P(company) Normal(60,15) 
P(+)(independent) Normal(65,10) 
P(-)(independent) Normal(-65,10) 
P(talk to same group) 10% 
Random coefficient 0.01~0.15 
P(receiving outside infor-
mation) 

Uniform (0%, 20%) 

P(outside information 
coming from company) 

80% 

Proportion of K lost each 
day 

Uniform (0%, 1%) 

Random conversation per 
day 

5 

Population 500 
Simulation length(days) 730 
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Figure 2:  Product life cycle for “real system” 
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Figure 3:  Cumulative sales for “real system” 

 
The average total number of sales per replication is 124 
(25% of the population). There is considerable variability 
across the replications and Figure 4 shows a histogram of 
the sales for the 1000 runs.  

 

0

50

100

150

200

250

300

80 90 100 110 120 130 140 150 160 170 More
Sales

Fr
eq

ue
nc

y

 
Figure 4:  Histogram of sales for “real system” (the x-axis 
values are the upper values in each interval) 

 

3.5.2 Further Analysis 

Various additional analyses were carried out to get a better 
understanding of the behavior of the model. The effect of 
peer pressure was examined by plotting the proportion of 
the group that purchased the product for all the groups in 
one run of the model. As mentioned in Section 3.4, the 
group size varies between 2 and 8. The results are shown in 
Figure 5. The bars exclude the lower value in the range, 
except for the first bar which does include 0% (and, in fact 
all these values are 0%). All the values in the upper bar are 
100%. If there was no peer pressure (i.e., no group effect) 
then the agents that make a purchase would be equally 
likely to be in any group and Figure 5 would be similar to a 
binomial shape with a probability of success being the pro-
portion of sales in the population (25%). Instead there is a 
much higher frequency of extreme values (particularly 0% 
and 100%) indicating strong peer pressure resulting in 
similarity in the behavior within the group (e.g. there are 
120
many groups where none purchase and many where all 
purchase). 
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Figure 5:  Purchase rate for the groups on one run 
 
Sensitivity analysis was carried out for all the main pa-

rameters. As an example, Figure 6 shows the results for the 
probability of receiving outside information. This was done 
with a fixed probability rather than the uniform distribution 
of the default parameters. With a value of 0% there is no 
outside information and so the agents are unable to gain 
knowledge or preference and so there are no sales. A prob-
ability of 5% is enough to generate about 100 sales al-
though it takes a longer time for the agents to gain knowl-
edge and so there are very few sales in the first 10 weeks. 
As the probability increases above 5%, the total sales in-
crease approximately linearly. However, even with a prob-
ability of 95% the total sales are only 200. This is because 
the probability reduces during the first 70 days to represent 
the initial advertising campaign and therefore there is a 
limit to the effect that increasing this parameter can have. 
At high values most of the sales are within the first 70 says. 
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Figure 6:  Sensitivity analysis on the probability of receiv-
ing outside information. 
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4 CALIBRATION AND PREDICTION 

4.1 Process for Finding a Prediction Range 

The modeling process consisted of searching for parameter 
values that give a good fit with the observed data (the total 
sales up to the assumed current time) and give the highest 
or lowest predictions for total sales. The same model struc-
ture as for the real system was used. In this respect the 
pseudo-modeling approach is removing an extra source of 
uncertainty compared to a real modeling situation in which 
the model is a simplification of the real system with many 
assumptions and simplifications. This has the advantage 
that the range of predictions must be entirely due to the 
calibration process.  

Six parameters were chosen to be varied during the 
experiment as these were considered to be the most impor-
tant parameters. All the other parameters were kept at the 
default values. The six parameters were the mean values 
for U for the positive and negative distributions, the mean 
value for the buying criterion distribution, the probability 
of talking to other agents in the same group, the upper 
value for the uniform distribution for receiving outside in-
formation and the upper value for the proportion of lost 
knowledge each day. 

A criterion was set for the model to be give a good fit. 
This was that the 95% confidence interval for the estimate 
of the true average sales within the initial period from 100 
replications must contain the true value from the real sys-
tem runs (Section 3.5). A fitness function F was defined to 
implement this which takes the value of 0 if the true value 
is in the interval and 10 + the absolute difference between 
the true value and the interval if it is not in the interval. 

The aim of the process is to find the highest and low-
est total sales amongst the parameter values that meet the 
fitness criterion. There is no method that guarantees to find 
a global optimum for a complicated function. Instead, 
based on Brooks et al. (1994), the approach followed for 
each experiment was to run the model for a grid of three 
values for the six parameters (i.e., 36 = 729 points in total). 
100 replications were done for each point and the average 
sales for the initial period and the average total sales calcu-
lated. Then several local searches were carried out from 
different starting points on the grid and the extreme values 
from the local searches give the prediction range. The 
Nelder-Mead Downhill Simplex (Nelder and Mead 1965) 
was used as the local search method with an objective 
function to minimize eF + S, or eF – S where S is the total 
sales. The local searches only used 10 replications so as to 
reduce the run time required (which was still considerable 
even on a high performance cluster). However, once the 
search appeared to have converged, the search was contin-
ued with 100 replications until a point was found that met 
the fitness criterion. The starting points for the local 
12
searches were the points with the highest sales, lowest 
sales, three highest sales with fitness 0, three lowest sales 
with fitness 0 and the default parameters. 

Three experiments were carried out using this method 
for initial periods of 70, 105 and 140 days.  

4.2 Results 

Table 2 shows the results for an initial period of 70 days. 
The total sales for the first 70 days for the real system (i.e., 
the average of 1000 replications) was 24.35. The results 
give a very wide prediction range for total number of sales 
(using the outer values of the 95% confidence intervals) of 
between 58.092 and 376.348. Examination of the parame-
ter values may give an insight into the reason for these ex-
treme values. The important aspect will be parameters with 
relatively different effects on the initial and total sales. For 
example, the probability of receiving outside information 
has more effect on sales during the initial period than on 
total sales (Figure 6). Part of the reason for the results 
could therefore be that the max S case has a high mean U 
value relative to B tending to produce high overall sales, 
whereas the low value for receiving information reduces 
sales in the initial period so that the model still fits. Lower 
U and higher probability of receiving outside information 
will then have the opposite effect in the min S case. 
 

Table 2:  Prediction range with 70 days as initial period 
 Min S Max S 

U(+) mean of the normal 
distribution 55.777  91.785  

U(-) mean of the normal 
distribution 82.407  90.898  

P(talk to same group) 14.525%  5.994%  
B mean of the normal dis-
tribution 60.131  50.453  

P(receiving information) 
upper value 23.439%  15.151%  

P(lose knowledge) 0.142%  0.502%  
First 70 days sales (95% 
confidence interval) 

[22.899, 
24.840]  

[22.727, 
25.232]  

Prediction (95% confi-
dence interval) 

[58.092, 
60.987]  

[366.091, 
376.348]  

Calibration benchmark 24.35 
 
Tables 3 and 4 show the results for initial periods of 

105 and 140 days. As would be expected the prediction 
range for 105 days is considerably less than for 70 days. 
However, surprisingly, there is little difference between the 
ranges for 105 days and 140 days. Figure 7 shows a graph 
of the prediction ranges. We plan to repeat the experiments 
with other values for the initial period to explore this pat-
tern further. Some of the parameter values are quite differ-
ent to the 70 days results indicating a complex interaction 
between the parameters. 
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Table 3:  Prediction range with 105 days as initial period 
 Min S Max S 
U(+) mean of the normal 
distribution 88.589 71.948 

U(-) mean of the normal 
distribution 58.455  85.100  

P(talk to same group) 15.168%  6.280%  
B mean of the normal dis-
tribution 77.926  48.291  

P(receiving information) 24.301%  15.177%  
P(lose knowledge) 0.981%  0.979%  
First 105 days sales(95% 
confidence level) 

[58.821, 
63.818]  

[63.451, 
69.312]  

Prediction(95% confidence 
level) 

[78.764, 
83.155]  

[255.824, 
263.835]  

Calibration benchmark 63.79 
 
 

Table 4: Prediction range with 140 days as initial period 
 Min S Max S 
U(+) mean of the normal 
distribution 56.893 87.553  

U(-) mean of the normal 
distribution 70.038  57.662  

P(talk to same group) 14.817%  15.381%  
B mean of the normal dis-
tribution 60.195  77.626  

P(receiving information) 33.129%  24.642%  
P(lose knowledge) 0.472%  1.005%  
First 140 days sales(95% 
confidence level) 

[81.738, 
86.922]  

[79.364, 
87.195]  

Prediction(95% confidence 
level) 

[93.357, 
98.863]  

[260.877, 
276.682]  

Calibration benchmark 86.518 
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Figure 7:  Prediction ranges for the experiments. 
 
As discussed in Section 4.1, this is an idealized situa-

tion in which the model structure was identical to the sys-
12
tem being modeled. In a real modeling case there are addi-
tional modeling simplifications and uncertainties about the 
real system. Therefore a perfect fit with the observed data 
may not be possible, which is likely to further increase the 
range of predictions. 

5 CONCLUSIONS 

For some applications, using agent-based simulation for 
prediction (rather than just better understanding) could be 
very powerful. However, the problem is that agent-based 
models typically have a very large number of parameters 
and many of these cannot be measured directly or esti-
mated with sufficient precision. The only other information 
available may be historical output data from the real sys-
tem. Such data can be used to calibrate the model by find-
ing parameter values that produce a good fit with the data. 
However, any model that produces a good fit should be 
considered to be acceptable and different acceptable mod-
els may give quite different predictions as demonstrated in 
this study. A method which takes account of the different 
feasible parameter values (such as the approach described 
here) needs to be used in making predictions. 

The pseudo modeling approach taken here is an effec-
tive way to study and isolate specific aspects of the model-
ing process. In the experiments carried out here the model 
had exactly the same structure as the “real system” and so 
the prediction uncertainty is entirely due to the calibration 
process. Future experiments could examine many other 
scenarios including specific differences between the struc-
ture of the model and the “real system”. In a real life mod-
eling project the structures will not be the same since the 
model will be a deliberate simplification of the real system 
and the complete specification of the real system cannot be 
known. This is likely to create additional differences when 
fitting the model data and the real data in the calibration 
process, leading to an even wider prediction range. Studies 
using this approach for a real system would be also be use-
ful. 

The issue examined here actually applies to any com-
plex simulation model in which the parameter values can-
not be measured directly and have to be determined by 
calibration. However, it is particularly relevant for agent-
based simulations because in many cases they model as-
pects of human characteristics and behavior on which it is 
very difficult to obtain data. This may therefore limit the 
usefulness of such models for prediction.  
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