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ABSTRACT 

Unambiguous definition of the information exchanged be-
tween distributed systems is a necessary requirement for 
simulation system interoperability. The ontological spec-
trum categorizes ontological means and shows the various 
degrees of support from recovery and discovery to reason-
ing. These means are highly applicable in support of data 
engineering to define information exchange requirements 
and therefore can increase interoperability. If the systems 
interfaces and resulting information exchange requirements 
are captured using the appropriate metadata, these onto-
logical means can be furthermore applied to unambigu-
ously identify exchangeable information. This allows sys-
tems to exchange information based on self-organizing 
principles using what they can exchange and not on man-
dated specifications of what they should exchange. 

1 THE CURRENT PARADIGM 

The current standardized solutions for simulation system 
interoperability follow the paradigm to identify a set of 
data elements in an agreed format with an agreed meaning 
to share information for initialization and execution. This 
is the case for Distributed Interactive Simulation (DIS) sys-
tems specified by IEEE1278, as they use well defined Pro-
tocol Data Units (PDU) that are standardized regarding 
syntax and semantics in the standard. Although the High 
Level Architecture (HLA) specified by IEEE1516 is more 
flexible, the Object Model Template (OMT) is used as the 
common syntax and the meaning of all object and interac-
tion classes within the Federation Object Model (FOM) is 
defined federation specific in the Federation Development 
and Execution Process (FEDEP) and documented in the 
FOM Lexicon as well as in the federation agreements. In 
both cases, HLA and DIS, the information exchange model 
used is a model of its own resulting from consensus be-
tween the participating systems.  Every system agrees to 
map their information exchange to these information ex-
change model. Some FOMs are even standardized, such as 
the Real-time Platform Reference FOM (RPR-FOM). 
111-4244-1306-0/07/$25.00 ©2007 IEEE
 This paradigm is not unique to Modeling and Simula-
tion (M&S). Every “black box” solution uses an inter-
change format that is well defined in syntax and semantics. 
The operational systems in the military domain exchange 
well defined messages using the Message Text Format. Al-
ternatively, Data Replication Mechanisms are used to rep-
licate pre-defined sections of databases using Information 
Exchange Data Models.  Another alternative is the use of 
Tactical Data Links, such as the binary Link messages 
used by missile defense systems and aircrafts. 

Overall, the importance of data has been recognized 
over the recent years. Data are perceived as a valuable re-
source, as the quality of operational supports is always de-
termined by the quality of the underlying algorithms and 
their implementation as well as by the quality of obtainable 
data. Consequently, authoritative data sources and reposi-
tories are currently established in various organizations re-
lying on such support, e.g., the Joint Training and Joint 
Experimentation Directorates of the Joint Forces Com-
mand. “It is all about Data!” became a slogan. 

2 THE SPECIAL ROLE OF M&S 

While the authors generally welcome the new intensified 
focus on data, the special role of M&S must be recognized 
in order not to fall short when necessary metadata struc-
tures in support of these processes are defined.  The M&S 
community distinguishes between models and simulations. 
Models are a purposeful abstraction of reality, capturing 
constraints and assumptions resulting in a conceptualiza-
tion of the problem to be solved, the environment in which 
it has to be solved, and relevant actors, their behavior, and 
the relationships of interest to solve the problem. Simula-
tions are implementations of models executable over time, 
which means that they allow what-if-analysis, evaluation 
of alternative approaches, etc. 

The modeling side of M&S is often identified as the 
conceptual model on which the system is built. Robinson 
(2006) defines this as “a non-software specific description 
of the simulation model that is to be developed, describing 
the objectives, inputs, outputs, content, assumptions and 
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simplifications of the model.”  As Robinson (2006) fur-
thermore points out, there is a significant need to agree on 
how to do this and capture this information technically. In 
the worst case, conceptual models exist only implicitly in 
the mindset of the developers and are not captured at all. In 
many cases, the conceptual model is captured as prose in a 
very loose and nebulous form. However, as Davis and An-
derson (2003) point out, conceptual models should be 
documented based on engineering methods enabling their 
interpretation and evaluation by other engineers, or in 
Davis and Anderson’s words a “fully specified but imple-
mentation independent model.” Only if the conceptual 
model is captured using agreed to sufficient technical 
means, it is possible to evaluate if two systems are aligned 
conceptually or not. 

The simulation side of M&S was the focus of interop-
erability work of the recent past. Both current solutions, 
IEEE1278 as well as IEEE1516, target the interoperation 
of systems, not the alignment of concepts. The current 
standards treat simulation systems as black boxes that ex-
change data. In particular in the domain of web-based 
simulation, resulting shortcomings become clearly visible, 
as shown in Pullen et al. (2004). Yilmaz (2004) comes to 
the same conclusions when he shows that the introspection 
of simulation systems needs to be specified in order to 
support the meaningful composition of systems.  Hofmann 
(2004) shows as well that simulation interoperability is not 
sufficient, but that information exchanged must take differ-
ent semantics and pragmatics into account, that are cap-
tured in Common Conceptual Models. 

These observations motivate the use of different 
names and definitions for the different layers of interopera-
tion, as proposed by Page at al. (2004), although they envi-
sioned these aspects to define dimensions, not layers as 
proposed in this paper.  
• Interoperability deals with the software and imple-

mentation details of interoperation, including ex-
change of data elements based on a common data in-
terpretation, which can be mapped to the levels of 
syntactic and semantic interoperability. Here we are on 
the simulation side of M&S, how the models are actu-
ally implemented and executed. 

• Composability addresses the alignment of issues on 
the modeling level. The underlying models are mean-
ingful abstractions of reality used for the conceptuali-
zation being implemented by the resulting simulation 
systems. Composability deals with the Contextualized 
Introspective of Common Conceptual Models. 
In summary, current research findings support the rec-

ommendation to speak of Interoperability of Simulations 
versus Composability of Models. For the later, information 
exchange between systems must be specified as contextu-
alized information. Technology driven and interoperability 
specific solutions are not sufficient to support composabil-
ity. Semantics and pragmatics need to be captured as well. 
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The means of the ontological spectrum, as documented by 
Obrst (2006) and others can support this requirement. 

3 THE ONTOLOGICAL SPECTRUM 

The ontology spectrum was introduced by Daconta et al. 
(2003) and describes a range of semantic models of in-
creasing expressiveness and complexity. In one of the ear-
lier reports Mizoguchi and Ikeda (1996) stated that ontol-
ogy is an important area of research and application for 
various areas in information science where the specific and 
unambiguous meaning of data needs to be captured. Enti-
ties within a domain can be understood in terms of their 
conceptual meaning as well as their relationships to each 
other. In the semiotic trichotomy developed by Charles 
Morris, Rudolph Carnap, and C. S. Peirce in the 1930s, 
syntax addresses the formal relations of signs to one an-
other, semantics the relation of signs to what they denote, 
and pragmatics the relation of signs to their users and in-
terpreters.  Levinson (1983) describes their work as well as 
applications of their findings.  

This aspect leads to distinguishing among the real 
world referent, the concept that represents this referent in 
the model, and the entity that implements the concept in an 
application.  These three views describe what is modeled 
(world view), how it is modeled (conceptual view) and 
how it is implemented (systems view). This layered cate-
gorization capturing the difference between idea, concept, 
and implementation is comparable to using an operational 
view and a systems view to describe system architectures 
or to distinguish between the logical view and the physical 
view in data models.  Alternative views of the trichotomy 
include the distinction between the concept itself and its 
role in an application. All categorizations allow separating 
the views on several layers and identifying differences and 
commonalities in a formally specified way.  This trichot-
omy and its implications for model composition and sys-
tem interoperability will be a topic of the next section. 

Without doubt, ontology has many facets and we can 
only deal with a small fraction. Within this paper, we focus 
on an application driven approach and try to contribute to 
answering the question: How can ontology help us to over-
come the challenges of M&S composability and interoper-
ability? Therefore, we use the following working definition 
for ontology: Ontologies are formalizations of specifica-
tions of conceptualizations. All three parts of this defini-
tion are important for applications: 
• The objective of ontologies is to document the concep-

tualization, which is another word for the result of the 
modeling process. 

• This is done in a specified way, which means the ap-
plication of engineering methods guided by rules and 
methods. 

• The result is formalized, which means that machines 
and computers can not only read the result, but also 
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make sense out of it in the context of their applica-
tions. 
As formulated in Tolk and Blais (2005) for practical 

applications: “If a formal specification concisely and un-
ambiguously defines concepts such that anyone interested 
in the specified domain can consistently understand the 
concept’s meaning and its suitable use, then that specifica-
tion is an ontology.” As with composability and interoper-
ability, there is no cookie-cutter function that can be used 
as a yardstick for all applications. A layered approach is 
necessary which was introduced as the ontological spec-
trum. We use a simplified view on the spectrum. Interested 
readers are referred to Daconta et al. (2003) and Obrst 
(2006) for detailed versions. The following categories are 
used in this paper: controlled vocabularies, thesauri, tax-
onomies, ontologies, and logical models. Figure 1 shows 
how these categories lead from weak semantics to strong 
semantics using increasingly metadata to capture the in-
formation required. 
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Figure 1: Simplified Ontological Spectrum 

The categories start on the simple definition level 
where common vocabularies are defined.  They lead to 
logical models that represent the respective conceptualiza-
tion in a formal way including business rules and all layers 
of the trichotomy in a formal way. 
• Dictionaries and glossaries are lists of controlled vo-

cabularies and are among the weak semantics in the 
ontological spectrum. All allowed terms and their 
meanings are completely enumerated, well-defined 
and controlled by a common registration authority. 
Sometimes, additional information, such as pronuncia-
tions, etymologies, and variant spellings, are given or 
cross-references are included, but the overall structure 
is a flat list. Furthermore, these lists enumerate terms, 
not underlying concepts. 

• Thesauri are controlled vocabularies arranged in a 
known order and structured so that equivalence, ho-
mographic, hierarchical, and associative relationships 
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among terms are displayed clearly and identified by 
standardized relationship indicators. The primary pur-
pose of thesauri is to facilitate retrieval of documents 
and achieve consistency in the indexing of written or 
otherwise recorded documents and other items. As 
with controlled vocabularies the focus is on the terms, 
not the underlying concepts, but a structure is intro-
duced. 

• Taxonomies are tree structures of classifications for a 
given set of objects. At the top of these structures are 
single classifications, which are the root nodes that 
apply to all objects. Nodes below these roots are more 
specific classifications that apply to subsets of the total 
set of classified objects. The main purpose is the clas-
sification of terms. The higher a term, the more uni-
versal it is; that means that leaves are the most specific 
terms of taxonomies. Taxonomies are the first form re-
flecting the idea of concepts. Also, the tree structure 
allows to capture first ideas of trichotomy. 

• Ontologies formulate an exhaustive and rigorous con-
ceptual schema within a given domain. Although most 
practical examples are typically hierarchical data 
structures containing all the relevant entities, they are 
not necessarily trees. In addition to entities, ontologies 
contain relationships and rules, such as theorems and 
regulations, within those domains. Ontologies capture 
the meaning of the underlying concepts and handle the 
trichotomy explicitly. In practice it is agreed that on-
tologies should contain at a minimum not only a hier-
archy of concepts organized by subsumption relations, 
but also other ‘semantic relations' that specify how one 
concept is related to another. 

• Logical models are representing semantically the 
strongest methods of the ontological spectrum. De-
scription logic, first order logic, and modal logic be-
long to this group. Furthermore, logical models can be 
separated into frame-based and axiomatic models. 
Frame-based models use an associated-node structure 
representing the logical expressions. Entity classes, at-
tributes, properties, relations/associations, and con-
straints/rules are in the center. Axiomatic approaches 
make axioms and rules explicit, which means that they 
use languages exposing logical expressions. 
Furthermore, a very close relation to means of artifi-
cial intelligence in general and knowledge representa-
tion in particular becomes obvious. The work on Sowa 
(2000) is used as an example for these close relations. 
 
The next section will show how these ideas can be 

used to contribute to composability of models and interop-
erability of simulations, focusing particularly on those as-
pects that are currently not captured by standardized means 
in IEEE1278 and IEEE1516: using trichotomic principles 
of ontology to model concepts, properties, primitives, and 
rules, multi-resolution challenges, and capturing pragmatic 
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and dynamic challenges during runtime-exchange of in-
formation. 

4 APPLYING ONTOLOGICAL MEANS FOR 
CONCEPTUAL MODELING IN SUPPORT OF 
COMPOSABILITY AND INTEROPERABILITY 

As pointed out before, models are purposeful abstractions 
of reality. Every simulation is based on a model. If a simu-
lation is supporting a domain successfully, the underlying 
model and its abstraction make sense in the realm of this 
domain.  If an application models a concept in a very spe-
cial role, this may reflect the add-on benefit of this model 
to a federation. This special role may nowhere else be re-
flected. This special abstraction is the essence of each 
model and makes up the value. The trichotomy captured by 
ontology reflects this. The current standards are missing 
these dimensions.  This allows to share concepts, but now 
their roles in the applications; they allow to share concepts, 
but not the implementation details of entities; they allow 
sharing semantics (meaning of data), but not pragmatics 
(intention).  Oren et al. (2007) distinguish between various 
categories of understandings, which are 
• Lexical understanding (recognizing the symbols and 

tokens), 
• Syntactical understanding (recognizing the elements 

describing an entity), 
• Morphological understanding (recognizing the struc-

ture o the properties describing the underlying con-
cepts, attributes of the entities), 

• Semantic understanding (recognizing the meaning of 
entities and their relations), and 

• Pragmatic understanding (recognizing the intention 
behind using the identified entities). 

Tolk et al. (2006) show that very similar structures are 
needed on the metadata level in order to support compos-
able M&S services.  The Levels of Conceptual Interoper-
ability Model (LCIM) distinguishes the following levels 
• Technical Interoperability (exchanging bits and bytes), 
• Syntactic Interoperability (using common protocols, 

exchanging data), 
• Semantic Interoperability (using common data models, 

understanding meaning), 
• Pragmatic Interoperability (using common workflow 

models, understanding the intent of sending and con-
text of using of data); 

• Dynamic Interoperability (using common execution 
models, understanding the effects of exchanging data 
in the sending and receiving services), and 

• Conceptual Interoperability (using common concep-
tual models, being aware of abstractions, constraints, 
concepts, relations, and roles).  
Wache et al. (2001) already showed that the trichot-

omy aspects captured by ontology are needed to integrate 
information (data in context). Gnägi et al. (2006) used 
these concepts to set up conceptual models for data centric 
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applications. In the next subsections, we will extend this 
idea to show aspects of conceptual models for M&S, which 
are model-centric solutions and as such more complex than 
data-centric solutions.  However, as the exchange of data 
within the models is a necessary requirement, we will start 
with these ideas. 

4.1 Concepts, Properties, and Primitives 

In the case of a taxonomy as defined above under the onto-
logical spectrum, as well in more expressive ontological 
artifacts from the spectrum, it is likely that the formal or-
ganization of all ontological-entities in the ontology (con-
cepts and properties) will be organized based on the con-
ceptual meaning of those ontological-entities.  This 
meaning is rooted in the trichotomy relationship of concept 
to ontological-entity, and makes it possible for the defini-
tion of the meaning within a system-entity (entities and at-
tributes) to be made explicit. However, in the ontological 
artifact, it becomes necessary to quantify the product of 
this relationship, in order to export it to a system-entity. 

An ontological model based on conceptual meaning of 
its ontological-entities will most likely structure those on-
tological-entities into an acyclic directed graph, showing 
parent-child relations between concepts. What differenti-
ates this from a true tree structure is that a child ontologi-
cal-entity may have multiple parents, inheriting conceptual 
meaning from all of them.  This accommodates the organi-
zation of the relationship, but still does not cover the quan-
tification of the conceptual difference between ontological-
entities. For that purpose, primitives of meaning, or simply 
primitives, are relied on. 

Primitives are within the community that will be using 
the universally accepted ideas representing one aspect of 
meaning in the definition of an ontological-entity.  Each 
ontological-entity necessarily inherits all of the primitives 
of its parent ontological-entities, and has at least one new 
primitive ontological-entity introduced that provides the 
conceptual difference between it and its parents. In this 
way, each ontological-entity in the ontology can be differ-
entiated from all other ontological-entities by having its 
primitives enumerated. Additionally, each ontological-
entity that is a child, and has siblings (defined as having 
the same parents), must be differentiated from each other 
by having a difference in conceptual meaning – a differ-
ence that is measured by having distinct primitives from 
each other. Primitives are exposed as properties in the con-
text of a special world-view. While properties represent the 
interpretation of a primitive in a special (system specific) 
view, the primitive captures the general view and con be 
exposed in several views differently. 

As the defined ontological-entities of the ontology rep-
resentation provide the definition of system-entities within 
an application, those entities are defined within an applica-
tion by not only a term, but also by a collection of associ-
ated properties, which have values. These properties each 
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have their origin in a primitive. When comparing the sys-
tem-entities of different systems, for purposes of data en-
gineering, having an understanding of the primitives that 
each systems ontology defines for a system-entity makes 
the engineering process easier, as differences in meaning 
become readily apparent. 

It is likely, of course, that system-entities will have 
identity through the exposure of different values for the 
properties that they exhibit. It appears to be not possible 
that two system-entities, based on the same ontological-
entity for meaning, can have identical property-values. 
There seems to be a requirement that some difference must 
exist, even if it is only in the application of a different 
value to the name property for the system-entity. In this 
way we can see that all ontological-entities are made dis-
tinct and discrete from each other by the complete enu-
meration of their respective primitives, and all system-
entities are made distinct and discrete from each other by 
the complete enumeration of their respective property-
values. 

The definition of primitives, property-values, proper-
ties, system-entities, and ontological entities and their rela-
tionships allow to capture all necessary information to 
identify if two system-entities are clearly expressing the 
same underlying concepts or if they are homonyms (same 
or similar word with different meaning) or synonyms (dif-
ferent words with same or similar meaning). Furthermore, 
the degree of similarity can be determined by the degree of 
overlapping properties and primitives. Figure 2 shows ex-
amples for these ideas. 
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Figure 2: Examples of Alignment 

The upper part of the figure shows two system-entities 
both called “Truck,” but the exposed properties are not 
identical (although sufficiently similar to justify calling 
both entities truck). This can be used to identify homo-
nyms. The lower part shows two system entities that ex-
posed very similar properties, but use different terms. This 
11
is an example for a synonym. The next subsection will ex-
tend these principles to a general application. 

4.2 Multi-resolution Challenges 

Multi-resolution modeling is a domain of special interest to 
ontology-driven interoperability and composability, as the 
application of ontological means contribute to solving 
challenges in this domain.  In general, multi-resolution 
modeling copes with the challenge when two simulation 
systems represent the same concept on different levels of 
resolution, with a different scope, are if the expose differ-
ent structures.  Many recommended solutions focus on the 
different levels of resolution. While in the low resolution 
level only a few attributes represent the state of the imple-
mentation of the concept, on the high resolution level sev-
eral entities and respective attributes represent the same 
concept. Reynolds et al. (1997) introduced the idea of 
Multi-Resolution Entities (MRE) to serve as mediators be-
tween the different levels of resolution. Figure 3 shows the 
principles of an MRE.  

 

Low

Resolution

Level

High

Resolution

Level

State

Attributes

State

Entity #

1

2

n

Attributes

…

…

…

…

 
Figure 3: Multi-Resolution Entity 

The MRE serves two purposes: (a) it documents the 
mapping between the low resolution entity attributes to the 
high-resolution entities and attributes, and (b) it serves as 
“memory” for the information that normally gets lost in the 
process of aggregation. 

As pointed out before, ontological means allow to 
model various forms of trichotomy explicitly, in particular 
real world references, concepts, and entities, as well as 
properties, property values, and primitives; and they are 
machine understandable.  This ability can be used to ex-
tend the ideas of MREs into Trichotomic MREs (TMREs) 
which allows a new way to compose simulations into a 
system-of-systems. Each model comes with data reflecting 
the purposeful abstraction of reality on which it was built. 
These data implement the entities reflecting the concepts 
that are derived from the real-world reference. Each entity 
is a collection of characterizing attributes with a set of 
valid attribute values. In addition to these characterizing 
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attributes, non-characterizing attributes are possible. The 
later comprise non-characterizing and optional informa-
tion. The entities and their attributes are the finest elements 
of information in the simulation. In addition, entities can 
be related with other entities to build higher elements of 
information. The relation between to entities can be char-
acterized by additional attributes that are not part of any of 
the single entities but make only sense for the relation. Hi-
erarchical information – such as “is superior of” – makes 
no sense within a single entity but only within the relation 
between two entities. A shown in section 4.1, all this in-
formation can be caught in machine understandable form. 

We propose the use of TMRE to capture all these data 
for every participating system. The TMRE documents each 
system to the highest degree currently possible, as prag-
matics, morphology, semantics, and syntax are captured 
and can be mapped to each other on the respective levels. 
Homonyms and synonyms are identified. Even if concepts 
are only reflected in primitives without explicitly modeling 
the concepts, these relations can be captured in the 
trichotomic structure within TMREs.  Figure 4 exemplifies 
these principles by showing the different ontological arti-
facts and their use within the TMRE. 

 

Real World
Referent

Real World
Referent

Concept Concept Concept

P P P P P P P P P P P P

Entity

A A A

Entity

A A A

Entity

A A A

Entity

A A A

World Model

Conceptual  Model

System  Model

S
y
s
te

m
 A

 (in
te

rfa
c
e

 w
ith

 c
o

n
c
e

p
tu

a
l m

o
d

e
l)

S
y
s
te

m
 B

 (
in

te
rf

a
c
e

 w
it
h

 c
o

n
c
e

p
tu

a
l 
m

o
d

e
l)

Mapping on view – conceptual – system level

 
Figure 4: Trichotomic Multi-Resolution Elements 

TMREs allow the highest degree of alignment be-
tween systems possible, as down to the level of primitives 
alignment can be based on data engineering principles and 
no interpretation gaps are left to implementation decisions 
of system developers based on only partially appropriate 
federation object models or protocol data units. They allow 
to document if two models use the same abstraction in their 
world views (real world referents), if they use the same 
concepts to reflect their world view (concepts and parame-
ters), and how the implement this ideas (entities and attrib-
utes).  The idea of primitives allows in addition to reflect 
abstractions of other world views even if only attributes 
and/or properties are used to reflect them (see section 4.1 
for details on this principle). As mapping is possible and 
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documented in machine readable form on all levels, 
TMREs can capture the degree of information exchange 
possible between all systems. 

4.3 Pragmatic and Dynamic Challenges 

Among the current challenges is to specify languages to be 
used between composable services. Examples are Banerji 
et al. (2002) for the general case. Tolk et al. (2006) extend 
this idea and apply a common reference model for military 
applications. Sudnikovich et al. (2004) envision a Battle 
Management Language (BML) to allow the unambiguous 
communication of tasks and report at runtime to connect 
command and control systems, simulation systems, and ro-
botic systems conducting military operations. 

There is no general solution established. Arsanjani 
(2005) envisions that service oriented architectures will 
develop from remote services over service adaptors and 
service proxies to virtual providers and service integrators. 
The final state is an enterprise service bus on which serv-
ices are mediated to speak a common language enabling 
the composition.  The Enterprise Service Bus (ESB) struc-
ture is shown in Figure 5.  
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Figure 5: Enterprise Service Bus (ESB) 

The solution is based on similar principles as identi-
fied for federated databases in Spaccapietra et al. (1992), 
but it adds the component of orchestration of services. 
However, all solutions agree that a common language is 
necessary, which requires to apply the principles explained 
before. 

The requirements for a language that can be used to 
describe services and their information exchange require-
ments and information exchange capabilities for selection, 
choreography, and orchestration comprise the following: 
1. The description must be parseable and computable. 
2. The description must be complete, consistent, and un-

ambiguous. 
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The reason for these requirements is that the receiving 
services are unlikely humans who can deal with incom-
pleteness, inconsistency, and ambiguity.  It is possible that 
strong Artificial Intelligence (AI) will support necessary 
interpretations or transformations. Such a language is also 
more than interesting for software agents, as shown in 
Oren et al. (2007). 

For such a language to be used during runtime, more 
requirements than coped with so far are needed. The inter-
nal rules of the implementing systems regarding consis-
tency and completeness of data as well as the rules regard-
ing the information exchange requests and capabilities 
within the federations need to be satisfied for every single 
information exchange. If the structure of the receiving sys-
tem requires a well defined set of entities and each entity 
requires a set of properties, a sending system can only than 
share the information if all the additionally required data is 
delivered as well. The TMREs can support to identify such 
constraints, but the implementing services need to satisfy 
the constraints. 

It is not only possible but likely that for real-world ap-
plications the data grow rapidly and the resulting sentences 
of the language become extreme verbose. Often, a lot of 
this information is redundant when compared with earlier 
messages. The necessity for completeness requires, e.g., 
that the type information of communicated objects is 
communicated as well, as the type may have changed. In 
order to cope with this challenge, it is possible to imple-
ment a sort of memory with the services or in form of per-
sistent data for the federation (such as a central database as 
described by Sudnikovich et al., 2004). This results easily 
in bottlenecks and is only of limited use in distributed sys-
tems. Memory within the services adds to the complexity 
of their implementation and may reduce the efficiency of 
their implementation (including mobility, etc.).  Alterna-
tively, the ideas of patterns and frames as known from AI 
can help. Karp (1993) introduces the application of pat-
terns and frames in connection information management 
tasks similar to those described here. This approach defines 
patterns of typical data that can be assumed to be applica-
ble in a given context (captured by data describing the 
pragmatics). Only if the observed data differs from the as-
sumed data it needs to be communicated. Such an approach 
allows to reduce the information amount to be exchanged 
without violating the requirement for completeness. 

4.4 Self-organizing Information Exchange 

As all information exchange requirements and capabilities 
are captured in machine-understandable form, the princi-
ples of agent-mediated integration are supported. Intelli-
gent software agents can use the information captured re-
garding concepts and properties and represented world 
referents and their implementation as entities and attributes 
– plus primitive, relations and rules – to identify matches. 
The conceptual models are not “flat” like most current ap-
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proaches, but have several dimensions allowing to apply 
advance reasoning algorithms to identified transformations 
and mediations between systems with minimal human in-
teraction.  So far, only very simple problems have been ad-
dressed using automatic procedures, see, among others, Su 
et al. (2001), but with a semantically rich conceptual model 
more options become possible. 
 Current approaches do not address these problems, as 
it is assumed that the participating systems somehow fulfill 
all constraints. How this is accomplished is often left to the 
system programmer. All these constraints are supported by 
artifacts captured in the ontological spectrum reaching 
from weak to strong semantics and now can at least be cap-
tured in a formal conceptual model. Nonetheless, addi-
tional research is necessary and many gaps in the Body of 
Knowledge are still open. We hope to contribute construc-
tively to the discussion with the paper. 

5 SUMMARY 

Conceptual modeling using the artifacts of the ontological 
spectrum will help to close several gaps identified in 
Robinson (2006), particularly by introducing common arti-
facts to capture concepts in a computable way. Conceptual 
models based on trichotomical principles captured in on-
tologies are in particular supportive to deal with challenges 
of multi-resolution modeling in a service oriented context. 
They enable the definition of a language based on the real 
information exchange request and information exchange 
capabilities of participating systems. 

It should be pointed out that if the operationally re-
quired information exchange is captured, this view should 
be used as an additional system to unambiguously identify 
referents, concepts and properties, and entities and attrib-
utes. Instead of assuming that systems somehow will re-
flect these data, the means described in this paper can cap-
ture what systems can really exchange and understand. The 
approach captured here defines a conceptual model unam-
biguously describing what systems can understand while 
mandating approaches describe what systems should un-
derstand. The latter requires composability and interoper-
ability, but does not enable them.  
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