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ABSTRACT

We investigate the conception that the sample variance of
the control variate (CV) should be used for estimating the
optimal linear CV weight, even when the CV variance is
known. A mixed estimator, which uses an estimate of the
correlation of the performance measure (Y) and the con-
trol (X) is evaluated. Results indicate that the mixed es-
timator has most potential benefit when no information on
the correlation of X and Y is available, especially when
sample sizes are small. This work is presented in terms of
CV for familiarity, but its primary application is in deriva-
tive estimation. In this context, unlike CV, X and Y are
not assumed to be correlated.

1 INTRODUCTION

In simulation experiments control variate (CV) estimators
are used for variance reduction. Much work has been
done in developing and analyzing CV estimators, includ-
ing Lavenberg and Welch (1981), Rubinstein and Marcus
(1985), Nelson (1989), Nelson and Richards (1991), and
Szechtman and Glynn (2001).

In an experiment with an objective of estimating the
expected value of performance measure Y, the linear CV
estimator is ¥ —a (X —E(X)), where ¥ is the sample
mean of the performance measure, X is the sample mean
of the control, and « is the CV weight. The choice of «
that minimizes the variance of the CV estimator is
a' =0, /o? , where o, is the covariance of X and Y,
o is the variance of the control, and ¢ is referred to as
the optimal CV weight (Law and Kelton 2000). Assuming
independent sampling, the variance of the CV estimator
using o is

n'o; (1= piv ). (1)
which is less than the variance of ¥ when the correlation
between X and Y, denoted p,,, does not equate to ze-
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ro. To use the optimal CV weight o,, and o; must be
known. Otherwise, these quantities are estimated, result-
ing in a variance reduction less than that achieved in (1)
(Bauer 1987; and Bauer, Venkatraman, and Wilson 1987).

We consider the case where a’ must be estimated,
but the control variance, o> , is known. In this case, there
is a choice of using either the known variance, o , or the
sample variance, & , in estimating o .

Such a case may occur, for example, when the con-
trol is an input variable with a user-specified distribution.
Cheng and Feast (1980) note that the majority of controls
suggested in the literature do not have known variance;
using standardized sums, they develop a method for con-
verting a control with unknown variance into one with
known variance.

Let & be the estimate of o using least-squares es-
timates for o,, and o based on sample sizes of 7 ob-
servations,

u —\2
5(x-%)
and d&;, be the estimate of o using the least squares es-
timate of o,, with nobservations and known variance

2
O-Xs

s SEex)E-T)
(n—l)af( '

KV =

Common conception is that even when o is known,
@, rather than @, , should be used to estimate o . This
conception could be attributed to results from the analysis
of ratio estimators. For example, using the first order
terms of a Taylor series expansion around the means to
approximate the variances of & and @&y, (see Appendix
A), we find that & has lower variance than &,, when

2
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Oy Var(é'xy)

)

This expression indicates that positive correlation be-
tween the numerator and denominator of a ratio estimator
can reduce variance. Due to commonality of terms in
6 and 65, these quantities tend to have positive co-
variance, which is why it can be preferable to use the
sample variance, rather than the known variance in esti-
mating ¢ . The applicability of expression (2) is limited,
however, when o,, and Var(&,, ) are unknown.

In this work we develop a model, assuming that X
and Y have a bivariate normal distribution, to quantify the
decision of whether to use @ or d,, for estimating o .
Results of our analysis indicate that the correlation be-
tween &5 and &, is almost equivalent to p,, . This is
constructive because we have solved for an upper bound
on p,, for which @, is the preferred estimator. Fur-
thermore, without much additional computational effort,
when p,, is unknown, it can be estimated and used to
indicate whether & or 4y, is preferred.

Using an estimate of p,, , denoted P, , we evaluate
a mixed estimator for &' . Compared to @ and dy, , the
mixed estimator’s performance is more robust evaluated
across all possible values of p,,. As a result, the mixed
estimator will provide the most benefit in contexts where
Py 18 unknown.

Despite this work being presented in terms of CV, its
applicability in this context is limited because controls are
chosen such that p,, is high in order to maximize the re-
duction in variance achieved.

Our results are more useful, however, in the context
of gradient estimation, which is the primary motivation
for this work. Wieland and Schmeiser (2006) propose us-
ing & to estimate the derivative of the expected value of
the performance measure with respect to the expected
value of input X,

Cov(6y.6% )2 -
205

dE(Y)
dE(X)

In this context, unlike that of CV, the objective is not to
reduce variance relative to the sample mean, but only to
obtain a point estimate of the derivative. Furthermore, X
and Y are not assumed to be correlated as they are in CV.
For example, if dE(Y)/dE(X) is close to zero, then
Pyy may also be close to zero. Thus, there is more po-
tential benefit in using p,, to indicate whether o} or
6+ should be used when estimating o .

2 PROBLEM STATEMENT
Given performance measure E(Y ) ; the expected value,

1, , and variance, o, of control/input X ; sample size
n; and the ability to obtain independent observations of
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both Xand Y, denoted(X,.Y), for i=12,...,n; we
analyze the problem of whether to use @" or 4y, for es-
timating . There are, of course, other estimators that
could be considered, one of which is evaluated in Section
5.

The metric used to compare estimators is
Y
nxE ((a -a ) )
|a*| +1
We refer to this metric as relative error, which is general-
ized MSE standardized by |a*|+1. In the denominator
of this metric, the absolute value of o is used to elimi-
nate differences in estimating positive and negative

weights. Furthermore, one is added to |a*| preventing
division by zero for the cases where o =0.

3 PREVIOUS WORK

Bauer (1987b) first proposed using known CV variances
for estimating . Assuming a multivariate normal mod-
el, he shows that known variance can yield better estima-
tors depending on p,, . This work differs from our work
in that he does not estimate p,, to indicate which estima-
tor is preferred.

Cheng and Feast (1980) use standardized sums to de-
velop controls with known variances. They find that
these controls yield better CV estimators.

Schmeiser and Taaffe (2000) investigate replacing
the control-simulation mean with an approximation. The
resulting control-variate estimator is biased.

4 COMPARING ESTIMATORS

To compare & and @y, , we assume that X and ¥ have
a bivariate normal (BVN) distribution with parameters
Iy, Uy, Ov, 0y, and p,, . The foundation of this as-
sumption is that asymptotically, as sample sizes approach
infinity, most estimators follow a multivariate central lim-
it theorem.

Under the BVN assumption we find that the correla-
tion of &3 and &,,, denoted p, , is almost equivalent to
Py - (See Figure 1.) Since these quantities capture the
same effects, we proceed with our analysis in terms of
Py Tather than Cov(& s Ox ) , which was the original
concept presented in Section 1, because we have obtained
expressions for variances of &  and dy, in terms of

Pxy -
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Figure 1: Estimated Monte Carlo results for p, ver-
sus p,y. Note that these two quantities are almost
equivalent.

Under the BVN assumption, both & and @y, are unbi-
ased estimators for & so we compare/contrast only the
variances of these estimators, which assuming independ-
ent sampling are

0ot (1=’
Var(d ):%.((nf’;y))
and
2
Var(g,;;v):ﬁ (1+00%)

g' (n-1)
Refer to Appendix B for details. The means, x, and g, ,
do not affect the variances. Furthermore, o} and o

only re-scale the problem, affecting the variances of both
estimators equally.

The better estimator, as measured by lower variance,
depends on sample size » and p,,, which is typically
unknown. As |pXY — 1, however, @ is the better esti-
mator, because Var 0?*) — 0 regardless of sample size.

To further illustrate the dependence of the statistical
performance of these estimators on p,, and sample size,
we plot the relative error metric versus p,, for & and
Ay, . See Figure 2. For simplicity and without loss of
generality, we fix o, = o, and consider only cases where
Pyy 18 positive because the graph is symmetric along the
vertical axis.

Figure 2 compares the relative error for @ and dyy .
Error curves for dy, are displayed with dotted lines, and
solid lines are used to display the curves for @". Curves
for samples sizes n=4,5,10 are shown with the darker
gray lines representing larger sample sizes. The black
curves indicate the limiting cases as n — o .

For a given sample size, the better estimator, as
measure by lower relative error, depends on p,,. As
sample sizes increase, & is the better estimator across all
Pxy -

As stated previously in this section, the BVN as-
sumption is based on the concept that asymptotically, as
sample sizes approach infinity, most estimators follow a
multivariate central limit theorem. Despite the assump-
tion being supported asymptotically, we have presented
results that are dependent on sample size. These results
should be interpreted in the context of batch means (Law

Figure 2: Relative error versus p,, for both & and @y, . Error curves for dy, are displayed with dotted lines. Solid
lines are used to display the curves for & . Curves for samples sizes n = 4,5,10 are shown with the darker gray lines rep-
resenting larger sample sizes. The black curves indicate the limiting cases as n — o .
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and Kelton 2000). We assume independent sampling in
our analysis, but simulation output data can be auto-
correlated. In such a case the number of dependent sam-
ples required to equate to one independent sample is

n

(e

where p, is the lag-/ autocorrelation. This expression in-
dicates that when autocorrelation is present in output data,
large samples of dependent data may be required to obtain
the equivalent of only a few independent observations.
Given n independent observations, the upper bound
on p,, for which the relative error of @y, is less than

that of &"is
1/2
. 3
n_zj ()

Using this expression, if p,, were known, we could de-
termine which estimator to use. The decision rule would
simply be to use dy, if pyy is less than (n —2)71/2 and
Q" otherwise.

When p,, is unknown, which is typically the case, it
can be estimated, providing information as to which is the
preferred estimator for o .

5 A MIXED ESTIMATOR

1+2§

h=1

e

We now examine the problem of developing an estimator
for «" given not only the information listed in the origi-

nal problem statement in Section 2, but also an estimate
of pyy.
Assuming that we are given p,,, we use expression
(3) to develop a new estimator for " as
{ &, po<(n-2)"
dKV b

g =
O.W.

Ideally, the boundary between & and &, would be cho-
sen such that the relative error of &, is minimized. Using
a boundary of (n—2)7”2, however, is a reasonable ap-
proximation because the error curves displayed in Figure
2 for @ and 4y, are somewhat linear. This represents a
constant loss function for minimizing the relative error of
Q,. Therefore, any deviation in the optimal boundary
away from (n— 2)71/2 would be attributed p,, being un-
known. When the loss function is not constant, the opti-
mal boundary leans towards the direction of lower loss in
terms of relative error.

5.1 Experimental Results

Using Monte Carlo results we estimate MSE(&T) across
sample  sizes n=4,5,10,100 and  correlations
Pxy =0,0.25,0.5,0.75,1.

Figure 3 displays the relative error of @, versus p,, ,
which is indicated by the mixed solid/dotted line. The
relative error curves for @° and @y, are also displayed in
Figure 3, with solid curves for @ and dotted curves for

Ay - Two curves are displayed for each estimator. The
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Figure 3: Relative error versus p,, for @&, which is indicated by the mixed solid/dotted line. The relative error curves

for @ and &y, are also displayed, with solid curves for

n=>5.

A
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and dotted curves for dy, . Two curves are displayed for
each estimator. The lighter gray curves represent sample sizes of n=4 .

The black curves represent sample sizes of
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gray curves represent sample sizes of n=4. The black
curves represent sample sizes of n=5.

Curves for all three estimators for sample sizes of
n=10and n=100are shown in Figure 4. Note that the
scale of the vertical axis has been magnified so that dif-
ferences between the estimators are visible. In Figure 4,
the gray curves represent sample sizes of n=10. The
black curves represent sample sizes of n=100.

Results displayed in Figures 3 and 4 show that &, has
superior performance to & for small sample sizes and
almost equivalent performance for large sample sizes.
Additionally, like the relative error for &, the error for
4, is 0 when p,, =1 and it increases as p,, — 0. One
reason that error increases as p,, — 0, especially for
small sample sizes, is that the variance of p,, increases as
Pyy — 0 and as sample size decreases.

Because the relative error of @, is not lower than that
of &y, across all values of p,, , an alternative metric for
comparison given sample size n would be area under the
relative error curve. Using this metric, &, has slightly
better performance than &y, for n =4, but much better
performance as sample size increases.

6 CONCLUSIONS
We proposed a mixed estimator that uses an estimate of

Py to decide between using o and &} in estimating
a’. Compared to @ and &y, , the mixed estimator’s per-

formance is more robust evaluated across all possible val-
ues of pyy .

Our recommendation is to use the mixed estimator
for estimating o in cases where no prior information
about p,, is known, regardless of sample size. When
sample sizes are small (i.e. n<10), &, should be used
unless p,, is thought to be relatively close to zero (i.e.
Py <0.3). In that case @y, should be used. When sam-
ple sizes are moderate to large (i.e. n > 10), there is rela-
tively little difference between &, and & . Either of these
estimator are preferred to dy, forall p,, .

Our results indicate that the conception that even
when o} is known &} should be used for estimating
a'is true for large sample sizes. When sample sizes are
small, the decision as to whether to use o or &} in esti-
mating o is dependent on p,, .

7 RELEVANCE AND FUTURE RESEARCH

This work was presented in the context of control vari-
ates, but its relevance to this area is limited because con-
trols are often chosen such that p,, is high. Therefore,
improvement in using the proposed mixed estimator (&)
over the traditional estimator (&) for the optimal control
weight is marginal, especially for large sample sizes.

The proposed mixed estimator has most potential
benefit when little information regarding p,, is known.
Such a case commonly occurs in gradient estimation,

1.5
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Figure 4: Relative error versus p,, for &, , which is indicated by the mixed solid/dotted line. The relative error curves for
&" and dy, are also displayed, with solid curves for & and dotted curves for @y, . Two curves are displayed for each es-
timator. The lighter gray curves represent sample sizes of n =10. The black curves represent sample sizes of n=100.
Note that the scale of the vertical axis has been magnified in this figure, compared to that in Figures 2 and 3, so that differ-

ences between estimators are visible.
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which was the primary motivation for this work (refer to
Wieland and Schmeiser 2006 for details). In this context,
unlike CV, there are typically no prior assumptions re-
garding p,, .

We focused on analyzing only three estimators, but
there are others that could be considered. For example, in
the CV context it is assumed that the expected value of
the control is known. This information could be used in
the estimator for the optimal CV weight by replacing the
sample mean of the control with its expected value as

3 (X -E(X))(%-7)
(% ~E(x))

i=1
Compared to the traditional CV estimator, &, this esti-
mator has an additional degree of freedom. Another al-
ternative would be to use a linear combination of &" and

A®

aKV s

gy +(1-7)d .
In this estimator the weight, 7, should be chosen to mi-
nimize relative error. Because & and dy, are depend-
ent, the optimal weight is a function of Cov(o?*,o?;v),
which would need to be estimated. This is an area of fu-
ture research.

Another area of future research is extending these re-
sults to higher dimensional problems. Such problems
would incorporate multiple controls and extend derivative
estimation to gradients.

APPENDIX A

Consider two ratio estimators R, =Z/a and R, =Z/4,
where a is E(A4). The variance of R, is

Var(Z)/a* .
An approximation of the variance of R, is obtained from

using the first-order terms of a Taylor series expansion
around E(Z)and E(4), which is

Var(Z) | E(Z)' Var(Z) 2E(Z)Cov(Z.A)
E(4) E(4)’ E(4)
Comparing the variance of R, and R,, we find that the
variance of R, is less than that of R, when
E(Z)Var(Z)

2E(4)

Cov(Z,4)>

Putting this result in terms of our notation for the optimal
linear CV weight, we have
Oy Var (6‘ )
A A2 XY XY
COV(O'Xy,O'X) ZT
Therefore, when this inequality holds, using &3, rather
than o}, results in @ having lower variance.
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APPENDIX B

. -y oy (1 + pz)

Result 1: Var(aK,,) = m

Proof:

Var(o?;;,,) = Vary (E(&ZV | X, =x, Vi))
Part A

B, (Var(dy | X, =x, vl'))

Part B

Part A: Calculation for @y,

Var, (E(dy | X, = x, Vi)

32 - X)(1-7)

= VarX,- E =l ‘Xz =X, Vi

(n—l)o',z(

= Var, y x—x Yi—I?)|X,-:xl-)J]

i=l

ot
- Var, ( (v -%)(a(3- x))jj
(B

(n

* note that Z(X X )(X)=0

II
§
=

(n)

Part B: Calculation for &,

E, (Var(d};V | X, = xl-,Vi))

Seo-x)e-)
=E, | Var (n—l)of( ‘Xf:xi,‘v’l

i=1

assuming that Y,. are independent of each other V i

* note that i(x,. —)?)(17) =0
i=1
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By | D (- F) Var( X, =x,~)J

(n—1)2 oy a
1 “ —\2( 2 2
e 2t (o7 (1ep ))J

=E, %g(){i _)?)ZJ

=M(,¢_1)EX’ (83)= (o3 (1+£))

(n—l)2 oy (n-1)o%
a
2 _ A2
Result 2: Var(d*):%
Proof:
Var(d*)zVaer (E(d | X, =x,, Vi))
Part A
+E, (Var(d* | X, =x,, ‘v’i))
Part B
Part A: Calculation for &
Var, (E(&"| X, = x, Vi)
S (0- X))
= VarX‘ E| = X, =x, Vi

— i=1
= Var,

J’0+a(xi_,ux)

i- . —%Zn:(yo-i-a(xi—/j)())
i

= Var,,

n

;(xi - 37)2
ag(x,- %) (x, - )
> (5 -%)

i=1

= Var,

= Vary (a)=0
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Part B: Calculation for &°
Var(@' | X, =x,, Vi)

n

S0 X)(1-)

=Var| = ‘Xl.:x,.,Vi
n

> )

assume that ¥; are independent of each other V i
* note that Zn:(x,. -%)(Y)=0
i=1
S (3 - %) Var(% | X, = x,)
i=1
2
(S-5y]
i=1

> (3 =%) (o3 (1-))
(Ses-s7)

i=1

n

(07 (1-)) 2 (x - %)

— i=1

o)
(i(x[ -x)zj 2 (6 =)

i1 =

Moreover,
E, (Var(&, | X, =x,, Vi))
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