
Proceedings of the 2007 Winter Simulation Conference 
S. G. Henderson, B. Biller, M.-H. Hsieh, J. Shortle, J. D. Tew, and R. R. Barton, eds. 

 
 
 

A TOURNAMENT FRAMEWORK FOR THE RANKING AND SELECTION PROBLEM 
 
 

Enver Yücesan 
 

Technology and Operations Management Area 
INSEAD 

Boulevard de Constance 
77305 Fontainebleau Cedex, FRANCE 

 
 

 

ABSTRACT 

A tournament can be broadly defined as a procedure that 
ranks agents, where they exhibit their performance in a 
noisy environment.  By observing the agents’ performance, 
the organizer computes their ranking and rewards them ac-
cording to the revealed ranking.  The organizer’s challenge 
is therefore to determine the optimal tournament format 
that identifies the best agent in the most effective fashion.  
Tournaments thus provide a natural framework for ranking 
and selection (R&S) via simulation, which represents a set 
of approaches developed to complement the modeling 
flexibility of simulation with the efficiency of statistical 
techniques for effective decision making.  In this paper, 
following the introduction of a general framework to repre-
sent various tournament formats and to assess their predic-
tive power, we will report preliminary experimental results 
on the effectiveness of tournaments in identifying the best 
simulated system with the desired probability of correct se-
lection in the presence of costs. 

1 INTRODUCTION 

Ranking and selection (R&S) techniques are statistical 
methods developed to select the best system, or a subset of 
systems from among a set of alternative system designs.  
R&S via simulation is particularly appealing as it combines 
modeling flexibility of simulation with the efficiency of 
statistical techniques for effective decision making.  Fur-
thermore, it is relatively straightforward to satisfy the un-
derlying technical assumptions of these techniques (such as 
normally distributed data and independence) in simulation 
experiments, which also allow for multi-stage sampling as 
required by some R&S methods. 

Goldsman and Nelson (1998) classify the comparison 
of alternative system designs into five categories:  

• Screening problems, where the objective is to 
compare a large number of competing designs and 
eliminate the inferior performers. 
2971-4244-1306-0/07/$25.00 ©2007 IEEE
• Selecting the best, where the objective is to iden-
tify the system with the largest or smallest per-
formance measure. 

• Comparisons with a standard, where the objective 
is to find the best system, provided that its per-
formance exceeds a known, fixed threshold. 

• Comparisons with a default, where the objective 
is to compare alternative systems to the current 
system in place. 

• Estimating functional relationships, where the ob-
jective is to represent the difference between 
competing designs in terms of the parameters of a 
linear model. 

 
A tournament can be broadly defined as a procedure 

that ranks agents.  During a tournament, agents exhibit 
their performance, typically in a noisy environment.  By 
observing the agents’ performance, the organizer calculates 
their ranking and rewards them according to the revealed 
ranking.  The choice of a tournament format may indeed 
affect the outcome.  The organizer’s challenge is therefore 
to choose the optimal tournament format that identifies bet-
ter agents in the most effective fashion.  Tournaments also 
provide a natural framework for ranking and selection, 
which refers to the area in simulation research that com-
plements the modelling flexibility of simulation with the 
efficiency of statistical techniques for effective decision 
making.  Within this area, many traditional statistical tech-
niques have been adapted to boost efficiency by exploiting 
special properties of simulations through, for example, 
variance reduction, importance sampling, and parallel ex-
perimentation.  In this paper, we report preliminary results 
of our investigation into the possibility of using tourna-
ments for ranking and selection among simulated systems.  
Following the introduction of a general framework to rep-
resent various tournament formats and to assess their pre-
dictive power, we will report preliminary experimental re-
sults on the effectiveness of tournaments in identifying the 
best simulated system with the desired probability of cor-
rect selection in the presence of costs. 
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The remainder of the paper is organized as follows.  

Section 2 provides a general framework to define and ana-
lyze various tournament formats.  This framework is then 
used to establish the natural fit for R&S via simulation, 
which is discussed in Section 3.  Section 4 reports on some 
preliminary numerical experiments under selected tourna-
ment formats.  Section 5 concludes the paper with a discus-
sion on future directions. 

2 TOURNAMENTS 

A tournament can be defined as a procedure that ranks 
agents (Ryvkin 2005).  Tournaments are widely used in 
sports, recruiting, promotions in organizations, and re-
search competition.  During a tournament, agents (players) 
produce an output (performance), typically in a noisy envi-
ronment.  By comparing the agents’ performance, the or-
ganizer (the principal) computes the ranking of the agents 
and rewards them according to the revealed ranking.  This 
process is executed within a tournament format, which is a 
scheme or a set of rules by which agents are matched and 
their ranking is calculated.   

For any number of players N ≥ 2, there exist infinitely 
many tournament formats (Appleton 1995). A complex 
tournament format consists of smaller sub-tournaments or 
building blocks, which can be depicted as a black box 
B(N,M) with N contenders at the input and M “winners” 
(M < N) at the output.  For example, the black box could be 
a contest, where all M players perform together once and 
the ranking is generated directly by their relative perform-
ance (Szymanski 2003).  Alternatively, the black box could 
represent a round robin format, which is a complete pair-
wise matching format where the winner is determined by 
point counting (Harary and Moser 1966).  Finally, the 
black box may represent a knock out (or binary elimination) 
format, where the number of participants decreases by half 
as the winners of every match advance to the next stage 
while the losers are eliminated (Rosen 1986).  Such build-
ing blocks can be joined in parallel or concatenated in se-
ries to constitute the entire tournament format. 

Following Ryvkin (2005), a noisy tournament with 
heterogeneous agents can then be characterized as a princi-
pal-agent game with the following components: (i) players; 
(ii) costs; (iii) noise; and (iv) the organizer’s decision prob-
lem. 

There are N players characterized by abilities x = 
(x1, …, xN) ∈ℜN.  The distribution of players’ abilities, f(⋅), 
is assumed to be known.   

We consider two types of costs: time and measurement.  
Since it is generally more costly to run a tournament that 
lasts longer, it is natural to assume that time costs are pro-
portional with the number of stages, S.  In particular, we 
can take  

Et = ct S, 
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where ct is the unit time cost.  Measurement costs re-
flect the effort necessary in determining M best players out 
of N contenders at every stage. The best players are deter-
mined by comparing their performance levels. Em therefore 
depends on the number of comparisons that must be carried 
out under a particular tournament format.  For instance, in 
a contest or in a binary elimination tournament with N 
players, (N-1) comparisons would be necessary to identify 
the best player.  On the other hand, in a round robin tour-
nament with N players, where the winner of each match 
gets one point and the player with the highest total score is 
the winner, N(N-1)/2 comparisons would be required.  

It is further assumed that there is some noise in ob-
serving tournament outcomes.  One way to represent this 
uncertainty is to add a noise term to each player’s ability: 

yis = xi + εis, i=1, …, N; s=1, …, S, 
where yis depicts the observed performance of player i 

at stage s with noise terms that are IID across players and 
across stages. 

The organizer’s challenge is to maximize the probabil-
ity that the best alternative is indeed chose by selecting an 
appropriate tournament format.  Ryvkin (2005) refers to 
this probability as the predictive power, ρ, of a tournament.  
Assuming that the organizer will experience a gain of V by 
identifying the best agent, her expected payoff is given by 
 
 π = Vρ - Et  - Em. (1) 

3 RANKING AND SELECTION IN SIMULATION 

Simulation plays a central role in designing and efficiently 
managing complex man-made systems such as communi-
cation networks, traffic systems, and manufacturing facili-
ties since closed-form analytical solutions are scarce for 
such problems. Ranking-and selection procedures are sta-
tistical methods specifically developed to select the best 
design or a subset that contains the best design from a set 
of N competing design alternatives (Goldsman and Nelson 
1994). Unfortunately, simulation can be both expensive 
and time consuming. Suppose we conduct k simulation rep-
lications for each of the N designs. Therefore, we need kN 
simulation replications. Simulation results become more 
precise as k increases. If the precision requirement is high 
(k is not small), and if the total number of designs in a de-
cision problem is large (N is large), then kN can be very 
large, which may easily render the total simulation cost 
prohibitively high and preclude the feasibility of using 
simulation for R&S problems. The effective reduction of 
computation costs in the course of obtaining a good deci-
sion is therefore crucial.  

There exists a rich literature on R&S. Dudewicz and 
Dalal (1975) developed a two-stage procedure for selecting 
the best design or a design that is very close to the best sys-
tem. In the first stage, all systems are simulated through k0 
replications. Based on the results of the first stage, the 
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number of additional simulation replications to be con-
ducted for each design in the second stage is determined in 
order to reach the desired probability of correct selection.  
Note that correct selection is the event that the best system 
is indeed identified as such.  Rinott (1978) presents an al-
ternative way to compute the required number of simula-
tion replications in the second stage. Many researchers 
have extended this idea to more general R&S settings in 
conjunction with new developments. Chiu (1974), Gupta 
and Panchapakesan (1979), Matejcik and Nelson (1993, 
1995), Bechhofer et al. (1995), and Hsu (1996) present 
methods based on the classical statistical model adopting a 
frequentist view. Berger (1980), Berger and Deely (1994), 
Bernardo and Smith (1994), Gupta and Berger (1988), 
Chick (1997), and Chick and Inoue (2001), on the other 
hand, use a Bayesian framework for constructing ranking-
and-selection procedures. 

 Chen (1995) formulates the process of selecting the 
best design as an optimization problem. Gupta and Mi-
escke (1996) give an effective approach for a class of prob-
lems where the simulation budget is allocated to minimize 
an expected linear loss assuming a common known vari-
ance. The main difficulty in dealing with this optimization 
problem is the lack of a closed-form expression for the 
probability of correctly selecting the best design. Chen et al. 
(1996) approximate this probability using Chernoff bounds. 
The steepest-descent method is then applied to solve the 
approximated optimization problem. Alternatively, Chen et 
al. (1997) obtain the gradient of the objective function 
through finite differencing, and then apply the steepest-
descent method to solve the budget allocation problem. 

4 TOURNAMENTS FOR R&S 

4.1 Common Threads 

The objective of the current paper is to investigate the ade-
quacy of a tournament framework for R&S.  This investi-
gation is motivated by a number of common threads be-
tween the two frameworks, as summarized in Table 1.  In 
an R&S problem, N competing designs with their perform-
ance can indeed be viewed as N contestants with their 
abilities in a tournament.  Analogous to the costs in orga-
nizing and running a tournament, there are inherent costs in 
running computer experiments for R&S.  While these costs 
might be much smaller in a digital environment, simulation 
costs (as a function of the number of runs conducted) and 
evaluation costs (as a function of the R&S scheme de-
ployed) can be viewed as time and comparison costs, re-
spectively.  In tournaments, there are typically two sources 
of uncertainty.  First, each player’s ability is a random 
variable.  Second, a player may strategically choose not to 
perform at the height of her abilities at all stages of the 
tournament. Therefore, in modeling a player’s observed 
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performance in a tournament, a noise terms is typically 
added to the random variable depicting the player’s ability. 
Since such strategic gaming is not an issue in computer 
simulations (assuming that the simulation model is ade-
quately validated and verified), an additive noise term is 
not necessary.  However, computer simulations are typi-
cally stochastic in nature.  One must therefore deal with 
sampling error, which may be significant in large and het-
erogeneous variance conditions. 

In both settings, the organizer has an expected payoff. 
What Ryvkin (2005) labels as the ‘predictive power’ of a 
tournament format is referred to as the probability of cor-
rect selection, P{CS}, in the R&S literature.  Alternatively, 
one can replace P{CS} with some loss function, as illus-
trated by Chick (1997), that depicts the loss resulting from 
erroneously identifying a lower-performance system as the 
best design. 

 
Table 1: Common threads between tournaments and R&S 

Parameter Tournament R&S 
Players N contestants N competing de-

signs 
Costs Et and Em Simulation cost, 

Evaluation cost 
Variability Noise Inherent stochas-

ticity 
Organizer’s De-
cision Problem 

Max π Max π 

 

4.2 Tournament Formats under Consideration 

The simplest tournament format is a contest, where all N 
players perform together once and the ranking is generated 
directly by their relative performance with the identifica-
tion of a “winner.”  While a natural benchmark, this is a 
notoriously inefficient setting in R&S that necessitates a 
large number of simulation replications to reach the desired 
correct selection probability.  We will therefore not con-
sider it.  Instead, we will investigate round robin tourna-
ments, knock out (binary elimination) tournaments, and a 
composite tournament that adopts a round robin format in 
the first round followed by a knock out format in the sec-
ond round. 

In our preliminary experiments, we have considered 
design alternatives (or competing players) with perform-
ance measures that are normally distributed with mean μ 
and standard deviation σ.  We considered cases where 
competing alternatives have a constant and common vari-
ance (i.e., N(i,1)), cases where better alternatives (i.e., 
those with a larger mean performance) have lower variance 
(i.e., N(i,N-i+1)), and cases where better alternatives (i.e., 
those with a larger mean performance) have higher vari-
ance (i.e., N(i,i)).   
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We experimented with round robin tournaments with 

16 and 20 competing alternatives as well as knock out 
tournaments with 4 and 16 competing alternatives. We also 
experimented with a composite tournament format where 
20 competing alternatives first went through a round robin 
tournament in two groups; the winner of each group then 
met in a knock out tournament to determine the “cham-
pion.” 

4.3 Experimental Results 

In our experiments, we have conducted 10,000 independent 
replications and recorded the proportion of the time where 
the system with the highest mean performance was actually 
identified as such.  We use this ratio as the estimate of 
P{CS} for a particular tournament format. 

For any variance structure, round robin tournaments 
provide perfect correct selection probability, i.e., they are 
consistently able to identify the alternative with the highest 
mean performance as the best design.   This is because, in a 
round robin tournament, players are matched a relatively 
large number of times (with many opportunities to upset 
one another) without any elimination.  As a result, more 
frequent upsets do not necessarily lead to more frequent 
overall losses for the best design, particularly when N is 
large. However, while it is the most robust tournament 
format, it is also the most expensive one, requiring N(N-
1)/2 comparisons to identify the winner.  Hence, round 
robin tournaments may not be the most efficient R&S 
scheme when the number of competing designs is very 
large. 

Knock out (binary elimination) tournaments provide 
such efficiency as they require (N-1) comparisons to iden-
tify the best design.  In experimenting with knock out tour-
naments, we considered two scenarios.  In the first scenario, 
better designs (i.e., those with higher mean performance) 
have been assigned to higher seeds with the hope of mak-
ing them harder to beat, as it is done in the NBA playoffs.  
In most applications, seeding may not be possible, as prior 
information on system performance (e.g., team rankings 
during the regular season) is not typically available.  How-
ever, in comparisons with a default, where the objective is 
to compare alternative system designs with the system in 
place, one may wish to assign to the current system the 
highest seed to ensure that the suggested alternatives have 
a better performance than the existing system before any 
costly physical modification is undertaken.  In the second 
scenario, competing designs have been assigned different 
seeds in a random fashion. 

P{CS} for the first (seeded) scenario for 4 and 16 
competing designs is shown in Figures 1 and 3, respec-
tively.  In both cases, the highest correct selection probabil-
ity is achieved when competing designs have constant (and 
common) variances.  In cases where better designs have 
higher or lower variances, P{CS} drops dramatically.  In 
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the former case, a higher volatility in the performance of 
the best design makes the likelihood of an upset by inferior 
systems higher.  Similarly, in the latter case, a higher vola-
tility in the performance of inferior systems increases the 
likelihood that they may upset a better system.  While in 
sports such upsets have some ‘entertainment value,’ it 
makes the knock out tournament format in its simplest 
form inefficient for R&S problems. 

P{CS} for the second (unseeded) scenario for 4 and 16 
competing designs is shown in Figures 2 and 4, respec-
tively.  In both cases, the outcome of the tournament is 
similar to the seeded case; that is, the highest correct selec-
tion probability is achieved when competing designs have 
constant (and common) variances.  In cases where better 
designs have higher or lower variances, P{CS} drops sig-
nificantly.  While cost effective, the knock out tournament 
format in its simplest form has thus low power for identify-
ing the best system in R&S problems. 

0
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0.3
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0.6
0.7
0.8
0.9

1 2 3

Equal, Increasing, Decreasing Variance

Figure 1: P{CS} in a seeded knock out tournament with 
four competing designs where better systems have (1) con-
stant, (2) increasing, and (3) decreasing variances 
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Figure 2: P{CS} in an unseeded knock out tournament with 
four competing designs where better systems have (1) con-
stant, (2) increasing, and (3) decreasing variances 
 

The knock out tournament format could, however, be 
‘good enough’ for screening or subset selection problems, 
where the objective is to quickly eliminate inferior designs 
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or to identify a subset of the initial set of competing alter-
natives that contains the best design. 

In our final experiment, we have concatenated two 
round robin tournaments in parallel with a knock out tour-
nament.  Twenty competing designs were split into two 
groups, where the “winner” in each group is determined by 
a round robin tournament.  The winners of the two groups 
then participated in a knock out tournament to identify the 
best design –or the “champion.”  Figure 5 depicts the cor-
rect selection probability in a setting where the first ten de-
signs were included in the first group and the remaining ten 
designs were included in the second group.  Recall that de-
sign 20 is the design with the highest mean performance. 
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Figure 3: P{CS} in a seeded knock out tournament with 
sixteen competing designs where better systems have con-
stant, increasing, and decreasing variances 
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Figure 4: P{CS} in an unseeded knock out tournament with 
sixteen competing designs where better systems have con-
stant, increasing, and decreasing variances 

 
In this composite tournament, the settings with con-

stant variance and with decreasing variance turn out to be 
quite robust in identifying the best system.  In the setting 
with increasing design, however, there is increasing likeli-
hood that the best system is upset by an inferior design.  
This, in turn, reduces P{CS} –although not as drastically as 
in the knock out tournament format. 
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5 CONCLUSIONS 

In this paper, we report on some preliminary experimental 
results on the adequacy of using a tournament format for 
ranking and selection problems.  While it is the most robust 
tournament format, the round robin tournament is also the 
most expensive one, requiring N(N-1)/2 comparisons to 
identify the best system.  Hence, round robin tournaments 
may not be the most efficient R&S scheme when the num-
ber of competing designs is very large.  The knock out 
tournament format, on the other hand, is parsimonious, as 
it requires (N-1) comparisons to identify the best design.  
This reduction in cost, however, comes with a reduced cor-
rect selection probability.   
 

0.8649

1

1

increasing var

constant var

decreasing var

P{CS}

 
Figure 5: P{CS} in a composite tournament with twenty 
competing designs where better systems have constant, in-
creasing, and decreasing variances 
 

Such a trade-off may be mitigated through a composite 
tournament where simpler building blocks are concate-
nated to construct a more efficient tournament design.  Our 
experiment combing a round robin first round with a knock 
out second round shows that this is indeed possible.  How-
ever, given that there exist infinitely many tournament 
formats, a more structured approach is needed to quantify 
and mitigate this trade-off.  To this end, our current work 
focuses on identifying efficient tournament formats by 
maximizing π in (1). 
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