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ABSTRACT 

In this paper, we investigate the influence of several ma-
chine criticality measures on the performance of a shifting 
bottleneck heuristic for complex job shops. The shifting 
bottleneck heuristic is a decomposition approach that tack-
les the overall scheduling problem by solving a sequence 
of tool group scheduling problems and composes the over-
all solution by using a disjunctive graph. Machine critical-
ity measures are responsible for the sequence of the con-
sidered tool group scheduling problems. We suggest a new 
machine criticality measure that is a weighted sum of sev-
eral existing criticality measures. It turns out that the shift-
ing bottleneck heuristic performs well compared to dis-
patching rules when the suggested criticality measure is 
used. We present the results of computational experiments.  

1 INTRODUCTION 

The electronics industry is one of the largest industries in 
the world. Semiconductor manufacturing is at the heart of 
this industry. The wafer fabrication part of semiconductor 
manufacturing is very complex, consisting of hundreds of 
process steps, diversity of product mix, re-entrant flows, 
sequence dependent set-ups, and batch processing (Pfund 
et al. 2006). Currently, it seems that the improvement of 
operational processes creates the best opportunity to realize 
the necessary cost reductions. Therefore, the development 
of efficient planning and control strategies is very benefi-
cial in the semiconductor manufacturing domain. 

Semiconductor wafer fabrication facilities (wafer fabs) 
are examples of complex job shops. Complex job shops are 
defined as flexible job shops that are characterized by the 
process conditions of semiconductor wafer fabrication (for 
more details on complex job shops see Ovacik and Uzsoy 
1997 and Mason et al. 2002). 
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Scheduling problems can be represented in the form  
α | β | γ  (Graham et al. 1979). The α  field describes the 
machine environment (single machine, parallel machine, job 
shop, etc.), the β  field describes the process characteristics, 
restrictions, constraints (such as release dates, batch, set-up 
dependent operations). Finally, the γ  field contains the in-
formation on which performance measure being considered. 
For the problem being researched in this paper the notation 
is 

 
 TWT|recrcs,r,leincompatib,batch|FJ ,ijjm .   (1) 

 
Here we denote by mFJ  a flexible job shop. Batching tools 
with incompatible families are denoted by batch and incom-
patible. Batching tools allow for the processing of several 
lots at the same time on the same tool. We call a set of these 
lots a batch. Only lots belonging to the same lot family can 
be batched together. Batching is an important issue in semi-
conductor manufacturing because of the long processing 
times of up to ten hours associated with the batching opera-
tions. 

Each lot has a weight jw , a due date jd , and a release 
date/ready time jr . We indicate sequence dependent set-up 
times by ijs . Our objective is to minimize the total weight-

ed tardiness ( )∑ ∑ −== 0,dcmaxwTw:TWT jjjjj  of 
the lots. The scheduling problem of interest is more com-
plex than the problem 1||Σ wj Tj for single machines which 
is known to be NP-hard. Therefore, we propose a heuristic 
scheduling approach to solve it.  

The shifting bottleneck heuristic is a prominent repre-
sentant of decomposition heuristics for large scale complex 
job shops (Ovacik and Uzsoy 1997). The heuristic tackles 
the overall scheduling problem by solving a sequence of 
tool group scheduling problems and composes the overall 
solution by using a disjunctive graph. A machine criticality 
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measure is responsible for the sequence of the considered 
tool group scheduling problems. 

The paper is organized as follows. In the next section, 
we describe the shifting bottleneck heuristic that is investi-
gated in this paper. In this section, we also discuss several 
machine criticality measures described in the literature. In 
Section 3, we describe the new criticality measure. We 
present and discuss the results of computational experi-
ments in Section 4.  

2 SHIFTING BOTTLENECK HEURISTIC 

In this section, we describe first the shifting bottleneck 
heuristic. Then we present a literature review for criticality 
measures.  

2.1 Overall Scheme 

The shifting bottleneck heuristic decomposes the overall 
scheduling problem into scheduling problems for single 
tool groups. A scheduling graph connects the results of the 
scheduling problems for the single tool groups and pro-
vides a view on the overall problem. The main steps of the 
shifting bottleneck heuristic can be described as follows 
(Ovacik and Uzsoy 1997, Mason et al. 2002):  

 
1. Denote the set of all tool groups by M. We use the 

notation 0M  for the set of tool groups that have 
already been sequenced or scheduled. Initially, set  

∅=:M 0 . 
2. Identify and solve the subproblems for each tool  

group 0MMi −∈ . 

3. Identify a critical tool group 0MMk −∈ . 
4. Sequence the critical tool group using the sub-

problem solution obtained by Step 2 by incorpo-
rating the related conjunctive arcs into the sched-
uling graph. Set { }kM:M 00 ∪=  for update 
purposes. 

5. (Optionally) re-optimize the schedule for each 
tool group kMm 0 −∈  by exploiting the informa-
tion provided by the newly added disjunctive arcs 
for tool group k. 

6. If 0MM = , terminate the heuristic. Otherwise, 
go to Step 2. 

 
Mason et al. 2002 discuss modifications of the shifting 

bottleneck heuristic for complex job shops. Batching issues 
and reentrant flows are taken into account.  

In this paper, we use a distributed variant of the origi-
nal shifting bottleneck heuristic (Mönch and Driessel 
2005) that embeds the modified shifting bottleneck heuris-
tic of Mason et al. 2002 into a hierarchical approach. The 
basic idea of the approach of Mönch and Driessel consists 
1849
of dividing the entire manufacturing system into different 
work areas and constructing a scheduling graph for each 
work area separately. Each work area consists of several 
tool groups. 

However, the method for the selection of machine 
criticality measures suggested in this paper can be applied 
to the original shifting bottleneck heuristic without any 
changes. 

2.2 Machine Criticality Measures 

The choice of appropriate machine criticality measures is 
investigated by many researchers in the past. It is clear 
from the literature that the selection of proper machine 
criticality measures has a large influence of the solution 
quality obtained by using the shifting bottleneck heuristic. 
Holtsclaw and Uzsoy (1996) investigated the effect of dif-
ferent subproblem solution procedures and different ma-
chine criticality measures. Aytug et al. (2002) suggest 
various machine criticality measures. However, it is hard to 
find a subproblem sequence that consistently outperforms 
the remaining sequences.  

Therefore, machine learning techniques, especially in-
ductive decision trees, are suggested by Osisek and Aytug 
(2004) to solve the problem of finding a best sequence of 
solving the subproblems in the shifting bottleneck heuris-
tic. The machine learning approach creates large computa-
tional burden because many test instances have to be con-
sidered and computational costly enumeration schemes 
have to be used to consider all possible subproblem se-
quences. Test problems with five and ten machines and a 
small number of lots are investigated in these papers. 
Hence, the suggested method is not extendable to the com-
plex job shops in semiconductor manufacturing. 

Furthermore, only static environments are considered 
in all papers that deal with machine criticality measure is-
sues. In contrast to the discussed papers, we use the shift-
ing bottleneck heuristic in a rolling horizon manner. There-
fore, we are able to consider unequal ready times and 
machine breakdowns by emulating the manufacturing 
process.  

3 SELECTION OF CRITICALITY MEASURES 

We suggest the usage of a combined machine criticality 
measure. The first measure takes the work load of a certain 
tool group into account. Therefore, it takes the sum over 
the processing times and the load and unload time of all 
lots waiting in front of a certain tool group k, i.e., we calcu-
late the quantity 
 

  
( ) ( )∑

=

++=
n

j
jjjk ulp

n
BTMGLcrit

1

~
:  ,     (2) 
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where we denote 

 
jl : load time for lot j, 

jp : processing time of lot j,  

ju : unload time for lot j, 

B~ : average size of a batch, i.e., average number of lots 
that form a batch,  

n: number of lots queuing in front of the tool group k. 
 
We choose the tool group with the highest work load 

for scheduling first. Work load oriented criticality meas-
ures are discussed in the literature, for example, by 
Holtsclaw and Uzsoy (1996). 

The second measure is intended to measure the 
amount of constraint violation caused by a certain subprob-
lem. Because we are interested in minimizing total 
weighted tardiness, we consider a weighted slack-based 
criticality measure that seems to be new in the literature. 
We derive the quantity 
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where we denote 

t : current time of decision-making, 
l : current step of lot j, 

jn : number of process steps of lot j, 

jsl : load time for process step s of lot j,  

jsp : processing time for process step s of lot j,  

jsu : unload time for process step s of lot j. 
 
The measure (3) takes the slack of the lots into ac-

count. It normalizes this value by dividing it by the number 
of process steps. A small slack should lead to a high prior-
ity of the tool group. Therefore, we have to consider its re-
ciprocal value and multiply it with the weight of the lot. 
We take the tool group with the highest weighted slack for 
scheduling first.  

The third measure exploits the idea that bottleneck tool 
groups are more important than other ones. Hence, we con-
sider the bottleneck tool groups as the most critical ones in 
our shifting bottleneck scheme. We denote this measure as 

( )BNcrit k . This type of measure is discussed in the litera-
ture by Uzsoy and Wang (2000). 

We consider a fourth criticality measure. We calculate 
a schedule for each single tool group. Then, based on these 
185
scheduling decisions we determine the total weighted tar-
diness with respect to the due dates on the entire job shop. 
We denote this criticality measure for tool group k by 

( )TWTcritk . This measure is also used for benchmarking 
purposes, because it is usually used as a default measure in 
shifting bottleneck approaches to minimize total weighted 
tardiness (cf. Pinedo and Singer 1999 and Pinedo 2002). 

We use the measures ( )TMGLcrit k , ( )WSLACKcrit k , 
( )BNcrit k , and ( )TWTcrit k  in order to sequence the tool 

groups. Then, for a fixed tool group, we denote the posi-
tion in the sequence with respect to ( )kcrit  by 

( )( )kcritrank . We calculate the combined index 
 
( ) ( )( ) ( )( )

( )( ) ( )( )TWTcritrankBNcritrank

WSLACKcritrankTMGLcritrankcritrank

kk

kkk

43

21:

ξξ

ξξ

+

+=
 (4) 

 
to determine the criticality of a fixed tool group k. Here, 
we assume 0≥iξ  and 14321 =+++ ξξξξ . 

Note that we are interested in finding a criticality 
measure that performs well in many situations. Therefore, 
a combination of a couple of single measures that are 
known to perform well in many situations and an appropri-
ate weighting of these measures is highly desirable. There-
fore, we have to find 4-tuples ( )4321 ,,, ξξξξ  in a situation 
dependent manner.  

A more theoretical framework for adaptive scheduling 
systems is presented by Mönch and Zimmermann (2006). 
A discussion of the presented machine criticality selection 
scheme is also presented in this paper.  

4 COMPUTATIONAL EXPERIMENTS 

In this section, we describe the design of experiments used 
in this study. Then we explain our research methodology. 
In the third part, we present and discuss the results of com-
putational experiments.  

4.1 Design of Experiments 

We expect that the selection of appropriate machine criti-
cality measures is influenced by the load of the wafer fab, 
by the used due date setting scheme, and by the weight set-
ting. 

The (external or customer) due dates of the lots are 
calculated by using the flow factor concept. The flow fac-
tor FF  is defined as the ratio of the cycle time and the raw 
process time. We calculate due dates by the expression  
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where we denote by jkp  the processing time of processing 
step k that is required to produce lot j and ju  denotes the 
number of processing steps of lot j.  
We use a fixed weight scheme for the lots. The discrete 
distribution D1 describes a situation where many lots have 
small or medium weight. D1 is given by the expression 
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We use two different simulation models for the simu-

lation experiments. The first model is a reduced variant of 
the MIMAC Testbed Data Set 1 (cf. MASM Test Data Sets 
2006 for details on these reference models). It contains two 
routes with 100 and 103 steps respectively and 4 work ar-
eas. The process flow is highly reentrant. The lots are 
processed on 146 machines that are organized into 37 tool 
groups.  

The second model is the full MIMAC Testbed Data 
Set 1. It contains over 200 machines that are organized into 
over 80 tool groups. The tool groups form five work areas. 
The model contains two routes with 210 and 245 steps re-
spectively. The second model is called Model B. 

A high load refers to a bottleneck utilization of 92 per-
cent whereas a very high load means a bottleneck utiliza-
tion of 98 percent. 

We summarize the used experimental design for the 
simulation study in Table 1. 

 
Table 1:  Factorial Design for the Experiments 

Count Factor Level 
Model A Model B 

Due Date 
Setting 

Tight 
Wide 

1 (FF=1.4) 
1 (FF=1.5) 

 
1 (FF=1.6) 

Weight 
scheme 

1D  1 

Load of the 
System 

High,  
Very high 

2 

 
We simulate 50 days. Independent replications of 

simulation runs are not required because we do not include 
any stochastic behavior of the manufacturing system in our 
experiments. We use the simulation architecture described 
by Mönch et al. (2003). 

4.2 Used Methodology 

We consider a set of possible 4-tuples ( )4321 ,,, ξξξξ  in 
simulation experiments. In order to reduce the computa-
tional burden of the approach we use a step size of 0.2, i.e., 

2.0≥− ji ξξ  for all ji ξξ ≠  We did a couple of simula-
185
tion experiments with a smaller step size, however we did 
not obtain better results. 

All obtained performance values are the ratio of total 
weighted tardiness values obtained by the shifting bottle-
neck approach with the machine criticality measure given 
by equation (4) and with a shifting bottleneck heuristic 
with the TWT based criticality measure ( )TWTcritk . 

4.3 Computational Experiments 

In this section, we present the computational results ob-
tained for the two simulation models. We show the corre-
sponding results for Model A and FF= 1.4 in Table 2. 
Note that we do not consider all possible 4-tuples 
( )4321 ,,, ξξξξ  because we are interested in reducing the 
computational burden of the approach.  

 
Table 2: Relative TWT Values for Model A  

Load Scenario  1ξ 2ξ 3ξ  4ξ  
High Very high

1 0.0 1.0 0.0 0.0 1.0499 1.0045 
2 0.2 0.8 0.0 0.0 0.9986 1.0620 
3 0.4 0.6 0.0 0.0 0.9721 0.9839 
4 0.6 0.4 0.0 0.0 1.0060 0.9978 
5 0.8 0.2 0.0 0.0 0.9638 0.9804 
6 1.0 0.0 0.0 0.0 1.0254 0.9566 
7 0.0 0.8 0.2 0.0 1.0163 0.9950 
8 0.2 0.6 0.2 0.0 0.9886 1.0398 
9 0.4 0.4 0.2 0.0 1.0737 1.0009 

10 0.6 0.2 0.2 0.0 1.0312 1.0080 
11 0.8 0.0 0.2 0.0 1.0296 0.9874 
12 0.0 0.6 0.4 0.0 0.9878 0.9468 
13 0.2 0.4 0.4 0.0 1.0376 1.0242 
14 0.4 0.2 0.4 0.0 0.9730 0.9783 
15 0.6 0.0 0.4 0.0 1.0717 0.9937 
16 0.0 0.4 0.6 0.0 0.9838 0.9331 
17 0.2 0.2 0.6 0.0 1.0145 0.9664 
18 0.4 0.0 0.6 0.0 1.0840 1.0450 
19 0.0 0.2 0.8 0.0 1.0769 0.9870 
20 0.2 0.0 0.8 0.0 1.0307 0.9780 
21 0.0 0.0 1.0 0.0 1.0190 1.0017 
22 0.2 0.2 0.4 0.2 1.0134 1.0062 
23 0.2 0.4 0.2 0.2 1.0337 1.0301 
24 0.4 0.2 0.2 0.2 1.1077 0.9391 
25 0.2 0.2 0.2 0.4 1.0159 0.9940 
26 0.2 0.2 0.0 0.6 1.0700 1.0343 
27 0.4 0.0 0.0 0.6 1.0935 0.9787 
28 0.0 0.2 0.0 0.8 1.0602 0.9953 
29 0.2 0.0 0.0 0.8 1.0347 1.0320 
30 0.4 0.4 0.0 0.2 0.9992 1.0541 
31 0.2 0.4 0.0 0.4 1.0006 0.9964 
32 0.4 0.2 0.0 0.4 1.0717 0.9950 
33 0.0 0.4 0.0 0.6 1.0548 0.9883 
1



Zimmermann and Mönch 

 
We know from previous experiments that the first and sec-
ond criticality measure has a certain impact on the solution 
quality of the shifting bottleneck heuristic. Therefore, we 
exclude the setting 0.021 == ξξ  from the experiments. 

It turns out that for both high and very high load of the 
system there are 4-tuples ( )4321 ,,, ξξξξ  that lead to small 
TWT values. In the case of a high load, the 4-tuple 
( ) ( )0.0,0.0,2.0,8.0,,, 4321 =ξξξξ  provides the smallest 
TWT value and improves the value obtained by using 

( )TWTcritk  by 4 percent. The chosen weights show that 
the work load of a tool group is the dominant criterion in 
case of a high loaded manufacturing system. The number 
of lots queuing in front of tool groups is for a large number 
of tool groups low, hence, bottleneck or TWT based meas-
ures are not so important.  

The 4-tuple ( ) ( )0.0,6.0,4.0,0.0,,, 4321 =ξξξξ  leads to 
results that are 7 percent better than the corresponding re-
sults with the TWT based criticality measure in case of a 
very high load of the manufacturing system. The bottle-
neck criticality measure and the slack-based criticality 
measure are dominant in this situation. A very high load of 
the manufacturing system causes a situation where the 
work load of many tool groups and consequently also the 
TWT value are high. Therefore, these two measures are not 
very appropriate for differentiating with respect to se-
quencing of the subproblems. 

For wider due dates, i.e., FF=1.5, we obtain similar 
results. Due to space limitation, we avoid the presentation 
of the detailed results. 

In this situation, the room for improvement is higher 
than in the case of 4.1=FF . We obtain larger improve-
ment rates up to 26 percent. In contrast to the previous 
situation, the bottleneck criticality measure is the dominant 
measure for wider due dates. Because of the wider due 
dates, the flow of lots through the manufacturing system is 
185
smooth and the number of bottlenecks decreases. We ob-
tain improvement rates up to 10 percent for a very high 
loaded system. 

The results for 4.1=FF  and 5.1=FF  are presented 
graphically in Figure 1 for all the investigated scenarios 
from Table 2. This figure clearly demonstrates that wider 
due dates and lower load of the manufacturing system lead 
to better performance of the combined machine criticality 
measure. 

In a second series of experiments we investigated the 
behaviour of Model B with respect to the combined criti-
cality measure. We use FF=1.6 and a high loaded system. 
To identify the effect of dividing the wafer fab into differ-
ent work areas, we consider five and two work areas. Fi-
nally, we take only one work area. The results are relative 
to the TWT measure ( ) ( )0.1,0.0,0.0,0.0,,, 4321 =ξξξξ . We 
simulate only nine different 4-tuples to reduce the simula-
tion efforts. 

 
Table 3: Relative TWT Values for Model B 

# Work Areas 1ξ  2ξ  3ξ  4ξ  
5 2 1 

0.250 0.250 0.250 0.250 1.0491 0.8679 0.8496 
1.000 0.000 0.00 0.000 1.0839 0.9181 0.8260 
0.000 1.000 0.00 0.000 1.2650 0.8409 0.8626 
0.000 0.000 1.00 0.000 0.8760 0.9196 0.9231 
0.500 0.167 0.167 0.167 1.1232 0.9423 0.8990 
0.167 0.5 0.167 0.167 1.0086 1.1772 0.8496 
0.167 0.167 0.500 0.167 0.9122 0.9827 0.7679 
0.167 0.167 0.167 0.500 0.9911 0.9249 0.8019 
0.333 0.333 0.000 0.333 0.9186 1.0301 0.7838 

 
It turns out that for all cases there are 4-tuples that lead 

to smaller TWT values compared to the pure TWT critical-
ity measure. In case of one area, all presented 4-tuples 
leads to smaller TWT values, in case of two areas, only 
Figure 1: TWT Values for the Different Scenarios for Model A  
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two 4-tuples are outperformed by a TWT criticality meas-
ure. Good results for all test cases are provided by the 4-
tuple ( ) ( )167.0,500.0,167.0,167.0,,, 4321 =ξξξξ . 

In Figure 2, we present these results graphically. We 
compare the TWT results for all the nine 4-tuples for a 
given number of work areas. 

 

 
Figure 2: TWT Values for Different Areas for Model B 

 
The figure shows that the TWT values decrease with 

the number of work areas for most of the 4-tuples. We ex-
pect this behavior because the selection of the critical ma-
chine group is more important in a larger scheduling graph 
that contains many tool groups. 

5 CONCLUSIONS 

In this paper, we described machine criticality measures 
for a shifting bottleneck heuristic applied to wafer fabs.  

We suggested a new criticality index that is basically 
given by the weighted sum of criticality measures already 
described in the literature. By conducting designed ex-
periments it turned out that the new index outperforms the 
existing criticality measures.  

There are several directions for future research. First 
of all, we have to perform more simulation experiments 
with different simulation models. Secondly, we have to 
take machine breakdowns into account. Therefore, we have 
to consider also rescheduling activities. A third direction of 
future research is given by using Fuzzy logic to come up 
with rules for choosing appropriate weights in the com-
bined criticality measure.  
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