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ABSTRACT 

We continue our research into the comparison, via simula-
tion experiments, of a stochastic system to a limit standard.  
A limit standard is defined as a maximum and/or minimum 
standard.  We have found that evaluation methods using 
proportions provide a statistically valid comparison of this 
family of standards.  In this paper, we present the use of 
Wald’s sequential probability ratio test (SPRT) as a com-
parison method.  We define a fully sequential analysis pro-
cedure, as well as initial test results. 

1 INTRODUCTION 

One problem the simulation analyst consistently encoun-
ters is the proper comparison of the simulation output to a 
standard. A “standard” is an identified benchmark or 
source to which the output of a simulation is compared 
(Nelson and Goldsman 2001; Law and Kelton 2000). 
 Standards can take on a variety of forms.  The most 
common form found in simulation output analysis is that of 
expected performance.  (For example, Nelson and Golds-
man 2001; Law and Kelton 2000; Kim and Nelson 2001; 
Kim and Nelson 2006).  This form, however, cannot be 
applied to other forms of standards; in particular, when the 
standard is a maximum and/or a minimum. This form of 
standard has been defined as a limit standard (Creasey  
2005). 
 There are many examples of limit standards in manu-
facturing, business, engineering and military environments.  
For example, many federal road construction contracts 
specify a maximum vehicle stopping time of thirty min-
utes. 
 Our research finds that the use of proportional statis-
tics in the analysis of limit standards provides a consistent 
and valid comparison.  For a system of n observations, we 
are interested in only one characteristic of each observation 
– whether or not the observation exceeds the standard.  We 
can therefore treat this characteristic as a binomial distribu-
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tion, irregardless of the underlying distribution of each ob-
servation. (Conover 1980) 

This is the principle applied to acceptance sampling.  
The distribution of the measurement and the severity of the 
defect (how much the defect was out of tolerance) is not 
considered.  The lot (or system) is accepted or rejected 
based on the sample size and the number of defectives ob-
served in the sample, which in turn estimates the propor-
tion of observations meeting the standard.   

In this paper, we propose a method derived from se-
quential probability ratio tests (SPRT) (Wald, 1947).  
SPRT has been utilized in the quality control discipline to 
determine, sequentially, the acceptance or rejection of lots 
(Montgomery 2001). 

Specifically, SPRT considers the ratio of two joint 
probability distribution functions (p.d.f); one for the null 
hypothesis and one for the alternate hypothesis. If the pa-
rameter of interest is the proportion of the system exceed-
ing the standard, ρ, the hypotheses are 
 
     H0: ρ = p1 
     H1: ρ = p2, 
 
where p1 is the customer-desired proportion exceeding the 
standard at a probability of acceptance Pa = 1 – a, and p2 is 
the customer-desired proportion exceeding the standard at 
a probability of acceptance Pa = β, and p1 < p2. 
 We are, therefore, interested in monitoring the change 
in the ratio as subsequent observations are incorporated.  
Eventually, one joint p.d.f. will prove to be superior, or 
closer to the joint p.d.f of the system under test.  The gen-
eral equation used by Wald is 
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where m is the number of observations incorporated and A 
and B are as defined in Section 3. (Wald, 1947)  If the ratio 
is less than or equal to A, the null hypothesis is accepted, 
while the alternate hypothesis is accepted if the ratio is 
greater than or equal to B. 
 This paper is organized as follows.  In Section 2, we 
define the problem, the system under investigation and the 
assumptions taken.  From these definitions, we provide a 
procedure in Section 3.  Section 4 provides results of this 
procedure applied to an experiment.  Finally, conclusions 
and areas of future research are outlined in Section 5. 

2 SYSTEM DESCRIPTION 

Let ωi denote the ith system under investigation, where i = 
0, 1.  Let ω0 denote the standard system.  The other system 
(ω1) will be referred to as the simulated system, or system 
under test.  Define Xj as the jth independent and identically 
distributed (i.i.d.) observation of interest from system ω1, 
for j = 1, 2, …, n.  For the standard system, there is only 
one standard of interest, which is the limit standard.  The 
limit standard is, therefore, defined as a known standard, 
meaning it is a discrete value with no variation. (Nelson 
and Goldsman 2001)  Let T denote this limit standard, 
which can be a maximum (Tmax), a minimum (Tmin) or both. 

Define dm as the number of m observations that exceed 
the standard.  In other words, 
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 where bj = 1 when Xj > Tmax or Xj < Tmin 
            bj = 0 otherwise. 

3 PROCEDURE 

Using the description and assumptions stated in Section 2, 
we describe a procedure that will take a decision regarding 
the hypotheses H0 and H1 with the optimal (smallest) num-
ber of observations.  This procedure is guaranteed to even-
tually reach a decision, regardless of the initial selection of 
p1, p2, a, or β, per Wald (1947). 
 
Assignment:  Assign values for p1, p2, a, β and T (as Tmax 
and/or Tmin).  From these assignments, determine 
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Determine an initial set of observations n0, using 
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where “abs” means “absolute value” and ⎡⋅⎤ indicates 
rounding up to the next integer.  Finally, set dm = 0 for     
m = 0. 
 
Initialization: Take n0 observations from system ω1. 
 
Analysis (initial observations): Determine 

0nd using 
Equation (2). 
 
Stopping Rule (initial observations): If 

0nd = 0, then stop 
and conclude that the system meets the standard with con-
fidence level of at least 1 – a.  If 

0nd > 0, continue with 
subsequent analysis below. 
 
Analysis (subsequent observations): Take one additional 
observation from the system. Determine dm using Equation 
(2) and the acceptance and rejection numbers, am and rm, as 
follows. 
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where ⎣⋅⎦ indicates rounding to the next lower integer. 
 
Stopping Rule (subsequent observations): If dm < am, 
then stop and conclude that the system meets the standard 
with confidence level of at least 1 – a.  If dm > rm, then stop 
and conclude that the system does not meet the standard.  
If rm < dm < am, then return to Analysis (subsequent ob-
servations). 
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4 EXPERIMENT 

We developed a model, using Arena®, of vehicle flow and 
delay within a road construction zone. (Kelton, et al. 2004)  
The goal of this effort is to determine a traffic control pol-
icy that meets the federal maximum vehicle delay of 30 
minutes.  In our experiment, we established a 16-vehicle 
delay policy, meaning traffic in a direction would be 
stopped until 16 vehicles were detained.  At that point, traf-
fic in the opposite direction was stopped, and after the ve-
hicles already in motion left the construction zone, the 16 
(or, at this point, 17 or 18) vehicles were allowed to pro-
ceed.  The observation of interest was the time a vehicle 
was stopped. 
 Although federal road construction contracts impose a 
30 minute maximum delay requirement, the contracts do 
not include the parameters necessary to analyze the re-
quirement using a model.  Therefore, for this experiment, 
we defined p1 = 0.05 and a = 0.05, establishing a require-
ment that, if 95 percent of the vehicles in a replication meet 
the standard, that replication would be accepted with   
Pa = 0.95.  Similarly, we defined p2 = 0.06 and β = 0.06, 
establishing a requirement that, if 94 percent of the vehi-
cles in a replication meet the standard, that replication 
would be accepted with Pa = 0.06. 
 We conducted 200 replications. Each replication ran 
for 1000 minutes, resulting in an average of 1136 observa-
tions per replication.  Using the parameters established 
above, we applied the procedure established in Section 3.   
From Equation (3), the initial (minimum) number of ob-
servations required in a replication was determined to be  
n0 = 262. 
 The sequential results from a replication are shown in 
Figure 1.  (Note: The “N/A” zone is the area where the 
number of failed observations are more than the number of 
observations, which is not possible.) Of the 200 replica-
tions, 193 initiated in either the “Indifference” or “Accept 
H0” zones, and entered and/or remained in the “Accept H0” 
zone.  The average number of observations before a deci-
sion was taken was 371, with a range of 262 (using the 
procedure in Section 3) and 444.  The seven failed replica-
tions had a large number of failed observations early in the 
replication, resulting in a transition to the “Accept H1” 
zone.  Each of these failed replications eventually returned 
to the “Indifference” zone. 

5 CONCLUSIONS 

We draw two conclusions from this research.  First, we 
conclude the model meets the standard, using the policy 
and parameters specified in Section 4. 
 Second, we conclude the use of SPRT is a statistically 
valid method to analyze limit standards.  Subsequent re-
search shall restate this conclusion as a theorem. 
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 During our analysis, we discovered a small anomaly 
with the procedure outlined in Section 3.  As shown in 
Figure 1, soon after the replication entered the “Accept H0” 
zone, another failed observation was detected, resulting in 
a return to the “Indifference” zone.  We certainly do not 
want to accept the results of this replication until we are 
confident subsequent observations will not cause a return 
to the “Indifference” zone.  In no case did a replication re-
turn to the “Indifference” zone when the number of obser-
vations in the “Accept H0” zone was 20 or more.  Future 
research will modify the Procedure in Section 3 to mini-
mize this “straddling” anomaly. 
 This topic has provided us with a wealth of future en-
deavors.  As stated in Section 2, we assumed the observa-
tions are i.i.d.  It can be argued the observations from the 
above experiment are not i.i.d.  Therefore, if we wish to 
relax this assumption, then we must consider the use of a 
generalized SPRT (GSPRT).  Also, Wald provided several 
theorems and proofs with the SPRT method.  For example, 
Wald proved that the use of SPRT results in the optimal, or 
smallest, number of observations necessary to take a deci-
sion.  We wish to take his theorems and assess applicabil-
ity to simulation output analysis. 
 

 
Figure 1. Analysis of a Replication Using SPRT Approach. 
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