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ABSTRACT 

Distributed simulation is attractive for modeling large scale 
manufacturing systems. However, synchronization re-
quirements present distinct challenges in designing and 
implementing a suitable modeling structure. Our experi-
ence in building a distributed simulation model for 300mm 
wafer fab using the High Level Architecture (HLA) shows 
that time management should be considered at both the de-
sign and the implementation stages. This paper proposes an 
optimistic-conservative synchronization scheme by using 
model specific information at the implementation stage. 
Computational results are then presented to show that 
properly implemented distributed factory simulation can 
achieve significant reduction in model execution time. 

1 INTRODUCTION 

A semiconductor wafer fab is a very complicated system 
with many tools and products. Today,  the investment for a 
single 300mm wafer fab can exceed $4B (Semiconductor-
technology.com). Due to the high investment and compli-
cated operations, simulation has been adopted in many 
cases as a viable design and analysis tool to achieve better 
productivity (Fowler et al. 1998).  

Ideally, simulation should support rapid modeling and 
fast execution of high-fidelity fab models in order to be 
able to provide realistic simulation results with acceptable 
computational costs and lead times (Kim et al. 2001). 
Therefore, distributed simulation, because of its conven-
ience in developing modules independently and increased 
parallelism on the computational side, looks very attrac-
tive. However, synchronization requirements present dis-
tinct challenges in designing and implementing a suitable 
modeling structure. Our experience in building a high fi-
delity virtual environment for 300mm wafer fab (HiFiVE) 
provides a good case study. 
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The objective of this paper is to discuss the time man-
agement issues that should be considered in the modeling 
and implementation stages of  a distributed factory simula-
tion. The remainder of this paper is organized as follows.  
Section 2 introduces High Level Architecture (HLA) and 
its time management services. Section 3 describes the 
300mm wafer fab we model. Section 4 presents the model 
structure. Section 5 describes a new optimistic-
conservative synchronization scheme we implemented in 
HiFiVE.  Section 6 presents some computational results. 
Section 7 concludes with thoughts on further research.   

2 HLA AND ITS TIME MANAGEMENT 
SERVICES 

The high level architecture (HLA) is a reusable software 
architecture for the development and execution of distrib-
uted simulation applications. It defines an elementary 
simulation unit as a federate, and a set of federates working 
together as a federation .  

HLA is an architecture, not software (Turrell). As an 
implementation of the HLA specification, a runtime infra-
structure (RTI) software is required to support operations 
of a federation execution. The RTI software provides a set 
of services used by federates to coordinate their operations 
and data exchange during a runtime execution, and time 
management services are one important category of these 
services. A brief tutorial of HLA time management and 
synchronization is available in McGinnis (2004). 

Time management is concerned with the mechanisms 
for controlling the advancement of time during the execu-
tion of a  federation. For the purpose of this paper,  we 
only focus on time stamp order (TSO) service and next 
event request (NER) service. Detailed discussions on other 
HLA time management services are available in Fujimoto 
and Weatherly  (1996). 
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2.1 TSO Service and Lookahead 

In operation, federates interact through messages. A mes-
sage from one federate to another may represent an event 
originating with the first federate but affecting the second. 
Thus, when the second federate receives the message, it 
can “experience” the corresponding event by placing it in 
its local event queue.  Synchronization requires that the 
second federate’s local time should not be greater than the 
time stamp of the arriving message, otherwise the second 
federate experiences an event “now” that occurred in its 
“past” (McGinnis et al. 2005).  HLA TSO service is de-
signed to facilitate the message interactions between feder-
ates. It ensures that messages will be delivered to federates 
in time stamp order, and no TSO message contains a time 
stamp less than the federate’s current time will be deliv-
ered to it.  

The TSO service requires specification of lookahead, 
where lookahead is defined as the minimum distance into 
the future that a TSO event will be scheduled (Fujimoto 
2000). Lookahead is a guarantee from the federate that it 
will not generate any messages with a time stamp smaller 
than its current time plus the value of lookahead.  Thus 
lookahead can be used to define a lower bound on the time 
stamp (LBTS) of messages produced by a federate later 
during the execution. By computing a minimum of this 
lower bound across all federates that can send messages to 
a given federate, call it federate S, one can derive a lower 
bound on the time stamp of messages that will be delivered 
to S in the future. This lower bound is important because it 
means S can process messages with time stamp smaller 
than this lower bound without fear of later receiving a 
smaller time stamped message (Fujimoto 1997).   

The lookahead of a federate is bounded by the feder-
ate’s quickest response time to TSO messages it sub-
scribes. If, for example, the federate should respond to 
messages from other federates instantly, it can only guar-
antee a zero lookahead. Lookahead value has great impli-
cation for simulation run time. If lookahead value is large, 
federates potentially can achieve a high degree of parallel-
ism in processing events. However, if lookahead value is 
small, there will be a high level of synchronization over-
head  and little parallelism. 

2.2 NER Service 

Next event request is a service for advancing logical time 
of federates. When used in an event driven federate, NER  
parameter t usually indicates the time stamp of the next lo-
cal event within the federate. By invoking NER with pa-
rameter t, NER(t), the federate is making a conditional 
guarantee that if it does not receive any additional TSO 
messages in the future with time stamp less than t, the fed-
erate will not later generate any TSO messages with time 
stamp less than t plus the federate’s lookahead (Fujimoto 
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and Weatherly 1996). A time advance grant will then be 
issued to indicate the completion of the NER(t). If no pre-
sent or future TSO message has a time stamp less or equal 
to t, the RTI will grant the federate to advance to logical 
time t;  Otherwise, the next smallest TSO message destined 
for this federate will be delivered, and the logical time of 
the federate will be granted to advance to the time stamp of 
that TSO message.  

3 HIFIVE SYSTEM DESCRIPTION 

The high fidelity virtual environment for 300mm wafer fab 
(HiFiVE) is our attempt to create a “virtual wafer fab”, a 
facility in which we can test new ideas for fab layout, new 
methods for real-time control, new approaches to lot re-
lease and scheduling, and investigate newly emerging 
problems such as reticle management The fab we currently 
model and test has the same spine structure as the Se-
matech base-line model (Sematech), with 310 tools distrib-
uted in 24 bays. The fab layout is illustrated in Figure 1. 
 

 
 

Figure 1: Fab Layout 
 

The fab processes 14 types of products, each with 316 
process steps. It uses overhead hoist transporters (OHTs), 
and has 58 OHTs for transportation between bays, and one 
to three OHTs for transportation within a bay, depending 
on the number of tools in the bay.  

Considering the  complicated operations of the fab, 
HiFiVE is designed for distributed computing, using HLA. 
To avoid the significant workload of state saving and roll-
backs, we use conservative synchronization supported by 
HLA. In more detail, we model our system as several inde-
pendent simulation units, or federates. The federates inter-
act with each other by publishing and subscribing TSO 
messages. Each federate advances its logical time by in-
voking NER service.  

 

4 MODEL STRUCTURE  

Our experience in HiFiVE shows that different model 
structures can differ greatly in synchronization conven-
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ience, and therefore have significantly different synchroni-
zation overhead and model execution time. We tested two 
model structures in HiFiVE. Testing result shows that de-
sign structure that considers the tradeoff between module 
independency and synchronization convenience can 
achieve much better model execution speed (McGinnis et 
al. 2005).  The optimistic-conservative synchronization we 
implemented in HiFiVE is therefore based on a design 
structure that  gives enough considerations to synchroniza-
tion convenience.  

4.1 Model Structure 

Figure 2 shows the model structure we use. In this design, 
we divide the fab into two major federates, the factory fed-
erate and the material handling federate. The factory feder-
ate simulates the physical behavior of the tools, including 
the breakdowns, load/unload activities at the tools, and 
processing lots at tools. The material handling federate 
contains three relatively independent sub-units, fab control 
unit, bay control unit and transporter unit. These sub-units 
work together and are responsible for all issues related to 
the control and physical delivery of materials inside the 
fab, including the lot release control, lot dispatch control, 
OHT dispatch control, OHT movement control, and even 
load/unload activities at the stockers.  
 

 
 

 Figure 2: HiFiVE Design Structure  

4.2 Model Lookahead 

In this design, since the factory federate is mainly in 
charge of the behaviors at the tools, and the smallest proc-
essing time of a lot on the tools is more than 8.1 minutes, 
the lookahead value of the factory federate can be as large 
as 8.1 minutes. For the material handling federate, the loo-
kahead value depends on how fast the fab can send the ma-
terial to its destination, which in most cases is the summa-
tion of transportation time and load/unload time at the 
stockers. Detailed calculations show that lookahead value 
of the material handling federate can be up to 52 seconds 
in our case (Wang 2004). 
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5 OPTIMISTIC-CONSERVATIVE 
SYNCHRONIZATION 

5.1 Objective and Basic Idea 

We notice that the material handling federate in our design 
has many events in a small logical time interval. Therefore, 
when using the regular NER(t) service, since t is the time 
stamp of next event in the local event queue, the federate 
only requests to advance a very small amount of time, 
which chops the simulation time into very small pieces, 
and limits the parallelization of the system.  

The objective of the optimistic-conservative synchro-
nization scheme we propose here is to achieve better paral-
lelism than the regular conservative synchronization with-
out introducing too much additional workload for status 
saving and roll back. Specific information about the system 
we are modeling is used to implement the optimistic-
conservation synchronization scheme. 

The basic idea of the optimistic-conservative synchro-
nization includes two parts. We have a federate F that must 
process many local events to advance to a time larger than 
the time stamp of the next “external” event, or TSO mes-
sage. We would like to make it so F can process all or most 
of these local events with a single time advance request. To 
accomplish this, we artificially inflate the time in the NER 
request from F.  Conceptually, this allows federate F to 
process all events up to the time advance grant.  However, 
in reality, F now may generate a TSO that arrives in the 
“past” of some other federate.  Thus, a “compensation” is 
required in the receiving federate of TSO messages from F.   

5.2 Time Advancing Request Scheme 

In our optimistic-conservative synchronization, whenever 
the material handling federate, call it Fm, finishes process-
ing all local events at current logical time T and  is ready to 
advance to a new logical time, it calls NER(t+s), where t is 
the time stamp of next local event of Fm , and s is a fixed 
value we choose based on an analysis of the federate’s dy-
namic behavior, described further below.  

The RTI, upon receiving NER(t+s), will check if there 
are any TSO messages subscribed by Fm with time stamp 
less than or equal to t+s. If there are such TSO messages,  
the smallest next TSO message will be delivered, and Fm 
will be granted to advance to time T', where T' is the time 
stamp of the delivered TSO message, and T≤T'≤  t+s.  Oth-
erwise, no TSO message will be delivered, and Fm will be 
granted a time advance to t+s. 

Suppose RTI now grants  Fm to advance to a new logi-
cal time T', it is then prohibited that the federate sends out 
any TSO messages with time stamp less than T'+L, where 
L is the lookahead value of Fm. However, the smallest pos-
sible time stamp of TSO messages Fm might want to send 
3
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out can be as small as t+L. To address this problem, we 
add one more field in the messages sent out by Fm. If the 
message should have a time stamp, call it ts, and ts ≤T'+L, 
we set the time stamp of the message to be T'+L, and in-
clude ts as a field of the TSO message. Since the smallest 
possible “correct” time stamp is t+L, and T'≤  t+s , we in-
troduce at most s “error” in the time stamp by using this 
new time advancing request scheme. 

5.3 Compensation Scheme 

A TSO message sent out by the material handling federate 
Fm might not have the “correct” time stamp, but it contains 
a field that allows us to retrieve the “correct” time stamp 
value ts. In this part, we will address the compensation 
problem in the factory federate, call it Ff. 

Suppose Ff  is now granted to advance to time T', and 
it receives a TSO message from Fm with time stamp T'. As 
a response,  Ff  will schedule a future TSO event at time 
T'+p representing the finish of the process, where p is the 
processing time.  

In the optimistic-conservative synchronization, how-
ever, the time stamp T' of the received TSO message  can 
be larger than its “correct” value ts. It is trivial to see that if 
we want the factory federate to send out TSO messages 
with “correct” time stamp, we should schedule a future 
event at time ts+p, instead of T'+p as usual.  

The problem then is: can we always successfully 
schedule a future event at time ts+p? Suppose the looka-
head value of factory federate is Lf ; any scheduled future 
TSO event should have a time stamp of at least T'+ Lf . 
Otherwise, the factory federate will have problem in send-
ing out the TSO message.  Therefore, to ensure that we can 
successfully schedule the future TSO event “correctly” , 
we require  T'+ Lf ≤ ts+p, that is: T'-ts+ Lf ≤ p. 

According to the time advancing  request scheme we 
described before, the difference between T' and ts can be at 
most s. Therefore, if we choose s and Lf  such that : s+ Lf ≤ 
Min{p}, we can always successfully compensate the time 
stamp “error” in the factory federate. 

Applying this rule in our case study, we have Min{p} 
= 8.1 minutes, we therefore choose s = 4 minutes, and Lf = 
4.1 minutes. 

5.4 Conservative Synchronization vs. Optimistic-
Conservative Synchronization 

Figure 3 is an illustration of  how the traditional con-
servative synchronization and our optimistic-conservative 
synchronization works differently.  
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Figure 3: Conservative Synchronization vs. Optimistic-
Conservative Synchronization 

 
As shown in Figure 3, the optimistic-conservative 

synchronization does not change the scheduled TSO event 
time in  federate Ff , but potentially allows federate Fm to 
process multiple events with a single time advance request. 
Therefore, the optimistic-conservative synchronization re-
duces the overall synchronization overhead of the system 
and can potentially improve the parallel level of the system 
when simulation is distributed on multiple machines. 

6 COMPUTATIONAL RESULTS 

We implemented both the conservative synchronization 
and the optimistic-conservative synchronization on the de-
sign structure described in section 4, and tested the model 
speed. During these tests, we record the current CPU clock 
time when the simulation time goes forward for 1000 min-
utes. A speed factor is used to represent how fast the simu-
lation can run, and is defined as following: 
 
Speed Factor = log (Current Simulation Time / Cumulated 

CPU Clock Time)       
   

Figure 4 shows the result of single machine test. 
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Figure 4: Single Machine Computational Result 
 
The single machine test shows that optimistic-

conservative synchronization can reduce the model execu-
tion time  by 30% in our case.  

Furthermore, significant benefit in parallel computa-
tion is also observed for the optimistic-conservative syn-
chronization. The test result shows that the optimistic-
conservative synchronization model, when distributed on 
two PCs, can run faster than Automod ASAP model. Fig-
ure 5 shows the computational test result. 

 
 

Figure 5: Distributed Test Result 
 

7 CONCLUSION 

This paper presents our experience in time management 
issues when modeling and implementing a distributed fac-
tory simulation. It shows that both the independency of the 
modules and the convenience of time management must be 
considered at the system design stage. Using specific in-
formation about the system in time management of a dis-
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tributed factory simulation model can sometimes improve 
the model execution time greatly. Further work involves 
following:  
 

• Implement and test bidirectional optimistic-
conservative synchronization, where factory fed-
erate also request to advance to time larger than 
its next local event.  

• Analyze how to choose the optimal s and looka-
head values for each federate.  
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