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ABSTRACT 

This paper summarizes several years of research conducted 
by the authors to investigate the use of the world-wide web 
in conducting large-scale simulation studies. The initial ef-
forts, at Tilburg University in 1999, were directed toward 
accessing several computer processors via the web and as-
signing each processor a portion of the simulation work-
load in a parallel replications simulation format. This early 
work utilized models coded in the Java-based Silk simula-
tion language. By 2001, this research had extended the 
web-based simulation approach to more widely used simu-
lation languages such as Arena. The present state of this 
research is that large-scale simulation studies can be con-
ducted on a set of computers, accessed through the web, in 
a fraction of the time needed using  a single processor. 
 
1 INTRODUCTION 
 
The genesis of the web-based simulation research under-
taken by Biles and Kleijnen in 1999 was a paper by Biles, 
Daniels and O’Donnell (1985) in which primary two issues 
were addressed: (a) different computer architectures for 
carrying out a large number of simulation replications in a 
parallel simulation environment; and (b) the statistical 
methodology needed to support a simulation study carried 
out in such a multi-processor format. Biles et al (1985) 
proposed as a solution to this problem (a) a master/slave 
architecture in which a master processor assigned simula-
tion workload to each of p slave processors arranged on an 
Ethernet LAN, and (b) the use of r replications at each of k 
experimental design points, so that the workload assigned 
to each of the p slave processors was kr/p. The analysis of 
simulation results was conducted by a human analyst 
working at the site of the master processor. 
 Subsequent to the Biles et al paper (1985), Heidelber-
ger (1986, 1988) proposed statistical approaches for ana-
lyzing a set of simulation trials carried out in a so-called 
parallel replications environment. Heidelberger proposed 
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that each simulation replication be carried out in such a 
manner that, with each replication, the simulation model 
ran to completion on a single processor. This approach is 
in contrast to the parallel and distributed (PADS) approach 
(see Chandy and Misra 1978 and Fujimoto 1999, 2001), 
where a complex simulation model is decomposed and  its 
separate modules executed in parallel on several proces-
sors. 
 As an outgrowth of Heidelberger’s parallel replica-
tions approach, Biles and Kleijnen (1999) investigated a 
Java-based approach for allocating a set of  k = rs simula-
tion trials to p parallel processors accessed through the 
world-wide web, where there were r replications of the 
simulation at each of s sets of input conditions. Their 
methodology assumed that the simulation model had n in-
put variables Xi, i = 1,…,n and m system responses Yj, j 
=1,…,m, and that the objective of the simulation effort was 
to carry out the predictive phase (see Kelton, Sadowski and 
Sadowski 1998) of a simulation study using experimental 
design, response surface methodology, and/or an optimiza-
tion approach. The key component of the methodology de-
scribed by Biles and Kleijnen (1999) was a program called 
the Simulation Manager that resided on a central processor 
under the control of the simulation analyst. The Simulation 
Manager allocated the k=rs simulation trials to the p proc-
essors, sent a file to each processor specifying the input pa-
rameters necessary for that processor to carry out its as-
signed workload, and received back a file at the completion 
of that assignment that gave the summary statistics for the 
simulation activity. 
 
2 STATISTICAL METHODOLOGY IN THE 

SIMULATION MANAGER 
 
The Simulation Manager’s role in coordinating a web-
based simulation study is initiated by its sending the pth 

processor a file containing the following data input: 
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1. The set of input conditions Xi, i = 1,…,n at each of 
kj, j = 1,…,k assigned simulation tasks. 

2. The set of random number seeds for each of U 
random processes included in the simulation 
model being executed. The random number seeds 
will be independent, common, or antithetic, de-
pending on the needs of the simulation study. 

3. The initial number of replications r for the simula-
tion. 

4. The time length T  of each replication. 
5. The warm-up period Tw for each replication. 
6. The prescribed half-width hj of the 100(1-α) % 

confidence interval for each of the m system re-
sponses Yj, j = 1,…,m. 

 
 The pth processor executes the assigned workload and 
sends a file back to the Simulation Manager containing the 
mean, standard deviation, minimum, maximum, and the 
100(1-α) % confidence interval for each of the m system 
responses Yj, j = 1,…,m. That processor automatically 
computes the 100(1-α) % confidence interval for each out-
put response after r replications, determines whether any 
additional replications are needed to achieve the desired 
half-width, and executes these additional replications be-
fore sending the completed output file back to the Simula-
tion Manager. This division of duties minimizes the traffic 
between the Simulation Manager and the P slave proces-
sors, and speeds the execution of the simulation study. 
 The Simulation Manager collects the simulation out-
put from each of the P slave processors and conducts the 
required analysis for a designed experiment, a response 
surface analysis, or an optimization algorithm as was set 
forth by the simulation analyst. The Simulation Manager 
ensures that the response Yj, j = 1,…,m at point Xk, k = 
1,…,K is distinguishable from every other point at the de-
sired level of confidence. Should the responses at a given 
set of points Xk, k = {i, j: {i, j € K} not be distinguishable 
with the desired level of confidence 100(1-α) %, then the 
Simulation Manager assigns further work to a selected set 
of processors and repeats the analysis of the output pro-
vided by those processors until the required precision is 
met. 
 
3 EXPERIMENTS OF COMPARISON 
 
Whether the approach selected by the simulation analyst is 
an experimental design, regression metamodeling, optimi-
zation, or response surface methodology (see Kleijnen 
1998), the fundamental issue is based on analyzing “ex-
periments of comparison”. The approach to assigning 
workload to each of the P processors, each accessed over 
the web, is to assign one or more of the input vectors Xk , k 
= 1,… K to each processor. After receiving back the simu-
lation results from each of the P processors, the task of the 
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Simulation Manager is to determine the best output Yj, j = 
1,…,N. 
 The approach taken by the Simulation Manager in de-
termining the appropriate number of replications at each 
input point Xk, k = 1,…,K is the “best-of-k-systems” ap-
proach described by Law and Kelton (2000) and modified 
by Nelson and Matejcik (1995). In their methods, a suffi-
cient number of replications are executed so that the simu-
lation analyst can be 100(1-α) % confident that the re-
sponse yk  at Xk is better (> or <) than the same response at 
another point Xk’ with k’ ≠ k . In this way, the simulation 
analyst is 100(1-α) confident that a selected solution is the 
correct one. 
 For instance, if the approach taken in the simulation 
study is that of Box’s complex search (see M. J. Box, 
1965), then the “best-of-k-systems” approach is employed 
at each step in the simulation/optimization approach and 
deletes the “worst” point among K points in the “con-
strained simplex” so that an improved replacement point 
can be generated and simulated (see Biles et al 1996). Af-
ter some number of points in the progress of the Box com-
plex search have been simulated, the simulation analyst 
comes to the conclusion that any further simulation is too 
costly and accepts the current best point as the solution. So 
the simulation modeling is accomplished on the P proces-
sors accessed through the web, while the mechanisms of 
Box’s complex search are executed by the Simulation 
Manager. 
 
4 A FACTOR SCREENING APPLICATION 
 
The objective of a factor screening experiment is to con-
sider a set of n input factors Xi, i = 1,…,n  that are believed 
to influence a set of m system responses Yj, j = 1,…m, and 
to select a subset of n’ factors that are statistically signifi-
cant at a 100(1-α) % level of significance.  Cook (1992) 
discussed several classes of experimental designs that 
could be applied to this task, and compared their effective-
ness with a complex simulation model of an FMS cellular 
manufacturing system. Coded in SlamSystem (Pritsker 
1990), this simulation model incorporated the 19 input fac-
tors shown in Table1, and measured their effects on the set 
of 20 responses shown in Table 2. Using a single proces-
sor, Cook (1992) showed that a 2n-p fractional factorial de-
sign with only 256 trials could be utilized to reduce the set 
of 19 input factors to just 7. Application of the Biles and 
Kleijnen (1999) approach,  would permit many more simu-
lation trials to be executed in the same time-frame. 
 
5 A BOX COMPLEX SEARCH APPROACH 
 
M. J. Box (1965) described a direct search procedure that 
has been found to be especially effective in a multiple-
response simulation environment (Azavidar 1988 and Biles 
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Table 1:  Input Factors for the FMS Cell Model 
Type of Factor/ 
Description 

 
Factor 

Low 
Value 

High 
Value 

Resource 
Number of CNC Ma-
chines 
Number of Boring 
Machines 
Number of Operators 
Number of Fixtures 

 
Demand 
Proportion of Small 
Batches 
Ratio of Demand 
Number of Orders/Year 

 
Scheduling 
Fixture Set-up Time per
Part 
% of Original Processing 
Time for CNC 
% of Original Processing 
Time for Boring 
Inspection Time per Part 
De-fixturing Time per
Part 
Fixture Return Travel
Time 
Number of Small Parts
per Fixture 

 
Configuration 
Number of Large parts
per Fixture 
Time Between Failure for 
CNC 

 
Reliability 
Repair Time for CNC 
Time Between Failure for 
Boring 
Repair Time for CNC 

 
X1 

 
X2 

 
X3 
X4 

 
 

X5 
 

X6 
X7 

 
 

X8 
 

X9 
 

X10 
 

X11 
X12 

 
X13 

 
X14 

 
 

 
X15 

 
X16 

 
 

 
X17 
X18 

 
X19 

 
2 
 

1 
 

2 
20 

 
 

.4 
 

1.3 
12 

 
 

.02,.002 
 

.3 
 

.3 
 

.02,.002 

.02,.002 
 

.01 
 

8 
 
 
 

2 
 

8 
 
 
 

.02 
8 
 

.02 

 
4 
 

2 
 

4 
40 

 
 

.6 
 

1.9 
52 

 
 

.1,.001 
 

.8 
 

.8 
 

.1,.001 

.1,.001 
 

.02 
 

16 
 
 

 
4 
 

2 
 
 

 
.08 
2 
 

.08 
 
et al, 1996).  The procedure is initiated by randomly plac-
ing a set of n + 2 < = k < = 2n search points in the feasible 
region defined by aI  <= XI  <= bI  , I = 1, …, n , where n is 
the number of search variables.  The set of m responses Yj , 
j = 1, … , m is measured by conducting r replications of 
the simulation model at each of the k points in this initial 
“complex.”  (The term “complex” is a contraction of the 
words “constrained simplex” and in no way refers to any 
difficulty involved with the search process).  A “worst 
point” Xw  is identified and replaced by a “reflection” point  
Xw

' according to the relation 
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Table 2:  Output Responses for the FMS Cell Model 
Output 

Response 
 
Description 

Y1 
Y2 
Y3 
Y4 
Y5 
Y6 
Y7 
Y8 
Y9 
Y10 
Y11 
Y12 
Y13 
Y14 
Y15 
Y16 
Y17 
Y18 
Y19 
Y20 

Time in cell – small parts 
Time in cell – large parts 
CNC utilization 
Boring Utilization 
Operator utilization 
Fixture utilization 
Fixture queue length 
Time in fixture queue 
Operator 1 queue length 
Time in operator 1 queue 
CNC queue length 
Time in CNC queue 
Boring queue length 
Time in Boring queue 
Operator 2 queue length 
Time in operator 2 queue 
Operator 3 queue length 
Time in operator 3 queue 
Total small parts produced 
Total large parts produced 

 
Xw

' = Xc  + δ(Xw - Xc) 
 
where Xc is the centroid of the points other that the worst 
point Xw.  The “reflection factor” δ is usually in the range 
0.7< = δ < = 0.95.  The objective, of course, is to have the 
new point Xw

' represent an improvement over the discarded 
point.  This procedure is iterated, in each step discarding 
the least desirable point and replacing it with a new, and 
hopefully superior, search point.  Of course, each search 
point must remain within the bounds aI  <= XI <= bI, I = 
1,…,n, so that the reflection step is shortened where neces-
sary to accommodate this restriction.  The net effect of re-
peated shortening of the reflection step is to have the clus-
ter of search points move closer together as the search 
progresses, so that they ultimately become effectively in-
distinguishable.  At this point, the search is terminated and 
the best solution (X*, Y*) is taken as the optimal solution. 
In simulation applications, we seek to be to 100(1 - α) % 
confident that in each step we are in fact discarding the 
worst point.  Biles, Cook, Evans and Khaskina (1996) de-
scribed how such a process is carried out in the case of 
constrained Box Complex search.  They observed that the 
number of simulation replications R required to be at least 
100(1 - α) % confident that the selected “worst” point was 
in fact the worst point rose significantly in the later itera-
tions of the search, so that the “cost” of continuing the 
search became prohibitive. 

The procedure that is proposed here, for the case 
where there are P parallel processors available, is to start 
the procedure by performing r simulation replications at 
each of at least (p + n + 1) search points. In this modified 
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Box Complex search procedure, the p worst points are 
identified and a reflection point is placed for each of these 
p worst points using the reflection relation (2) above. 
Moreover, the centroid Xc in equation (2) is computed us-
ing the (n + 1) points remaining after discarding all p worst 
points.  The Simulation Manager assigns a reflection point 
to each of the p clients. This process proceeds iteratively, 
but now r simulation replications of the simulation model 
are performed on p client processors in a parallel manner.  
In the time required to conduct r replications of the simula-
tion model, p candidate search points are simulated instead 
of a single search point, which makes it more likely that a 
promising point is discovered.  Moreover, the initial 
placement of a greater number of search points makes it 
more likely that the most promising search region will be 
discovered.  Indeed, evaluation studies conducted to date 
indicate that both of these phenomena are realized. 
 A Java code has been developed to place the  
(p + n + 1) initial points and to execute r replications of 
Silk simulation models of an (S, s) inventory system with 
stochastic demand and probabilistic lead-time at each 
search point.  The initial workload is assigned systemati-
cally to each of p clients.  After the Simulation Manager 
has received the simulation results back from all p clients, 
the p worst points are identified using a sorting procedure 
and each client is  assigned r replications of one of the p 
reflection points.  The value of r may now have increased, 
however, due to the necessity to be at least 100(1 - α) % 
certain that we have identified the p worst points (Biles et 
al 1996).  This process continues until the search points are 
so close together that further search is not warranted by the 
expected progress to be obtained.  At this point the best 
point (X*, Y*) obtained in the search serves as the solution. 
 
6 SUMMARY AND CONCLUSIONS 
 
This paper has briefly described how to manage the statis-
tical tasks associated with executing a simulation study on 
the world-wide web. For the most part, the p processors 
accessed through the web – whether these processors are 
part of a locally available intranet or are part of an internet 
distributed across the globe – execute simulation replica-
tions plus whatever routine output statistical analysis is 
necessary to carry out the instructions sent to it by the 
Simulation Manager. The Simulation Manager, on the 
other hand, must possess software for all of the statistical 
methodology and optimization techniques necessary to 
analyze the simulation results sent back to it by the p proc-
essors. 
 The advantage gained by conducting simulation stud-
ies in this way is that executing numerous time-consuming 
simulation replications can be managed in minutes or 
hours, compared to the hours or days required to execute 
the entire workload on a single processor. Given a suffi-
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ciently large number p of slave processors, the task can be 
completed in near real-time. 
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