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ABSTRACT

The paper introduces a new model for shipment date quot-
ing with potential applications in E-commerce. First, a
customer sends to the vendor a request for an item adver-
tised at a certain price on the company’s web site. Upon
receiving the request, the vendor immediately quotes the
customer a no-later-than shipment date for the requested
item, taking into account the amount of time to produce
the item and any outstanding order previously placed but
not yet fulfilled. If the quoted date is deemed acceptable,
the customer subsequently places an order for the item;
otherwise, the customer rejects the quote and looks for an
alternative vendor (the deal is thus lost). The back-end of
the quoting system is a single server production system.
We propose heuristics that account for the intricate combi-
natorics of the server scheduling problem, as well as the
uncertainty in customer demand and customer behavior.

1 INTRODUCTION

The rise of E-commerce has profoundly changed how busi-
ness deals are conducted between buyers and sellers. From
an online shopper’s perspective, this new mode of shopping
is empowering, allowing the shopper to compare the prices
and qualities of goods and services from many different
vendors. To a vendor, the Internet, along with inexpensive
means of shipping, brings tremendous opportunities; the
vendor can potentially sell into a market with virtually no
geographical boundaries. Unfortunately, with the opportu-
nities also comes more fierce competition. The winners of
competition will inevitably be the greatest innovators that
are willing to challenge the status quo of business prac-
tice and to constantly adapt themselves to the increasingly
demanding needs of customers.

In this paper, we introduce a new model for shipment
date quoting. First, a customer sends to the vendor a
request for an item advertised at a certain price on the
company’s web site. Upon receiving the request, the vendor
immediately quotes the customer a no-later-than shipment
date (or deadline) for the requested item, taking into account
the amount of time to produce the item and any outstanding
order previously placed but not yet fulfilled. If the quoted
date is deemed acceptable, then the customer subsequently
places an order for the item; otherwise, the customer rejects
the quote and looks for an alternative vendor (the deal is
thus lost).

A distinctive feature of our model is the shipment
date—the latest time by which the order will be shipped
to the customer. This offers the customer an assurance of
on-time delivery (we can safely assume the transit time to
be constant for commonly used modes of transportation).
By contrast, Internet retailers such as Amazon.com do not
usually commit themselves to a deadline. It is therefore
difficult for a customer to know with certainty when an
ordered item will arrive. Clearly, our new order placement
model eliminates this uncertainty.

The above scenario also reflects the empowerment
of consumers. Unlike the occurrences in many supplier-
manufacturer relationships, the customer here does not just
passively accept the date dictated by a vendor, and can
walk about from the deal literally with the click of a but-
ton. Therefore, existing due date quoting models (e.g., the
one suggested by Hopp and Spearman 2000) may not be
applicable here.

We propose a method that takes into account the in-
terests of both the vendor and the customer. The vendor
can certainly give the earliest date quote to maximize the
possibility of securing a particular order. On the other hand,
doing so could adversely affect the outstanding orders pre-
viously committed, and diminish the vendor’s flexibility to
honor future requests. We examine this intricacy of potential
payoffs and costs associated with an order request.

The remainder of the paper is organized as follows.
In Section 2, we introduce some necessary notation and
discuss assumptions of our model. Our main results are
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presented in Section 3, including a heuristic for shipment
date quoting. In Section 4, we compare the performance
of the proposed heuristic with that of the adapted First-
In-First-Out (FIFO) rule. In Section 5, we discuss some
extension of the heuristic. A few concluding remarks are
given in Section 6.

2 NOTATION AND ASSUMPTIONS

We view the stream of customer order requests as an arrival
process. Interarrival times are independent identically dis-
tributed random variables with the cumulative distribution
function F(x). Denote the arrival epoch of a request by
rj , where j ∈ Z

+ is the request index. In our model, the
vendor’s production system is a manufacturing work center
in which a single machine or server produces a variety of
make-to-order items. We assume that the vendor can pre-
cisely know the amount of time pj needed to produce an
item requested. This time pj is assumed to be deterministic,
which is a reasonable assumption for many manufacturing
processes where the processing time variability of a job is
negligible. Our model is said to be on-line because the
information about a request is revealed only after it has
arrived.

It is also assumed that the vendor has complete knowl-
edge about the orders in the system, including when the
order request arrived, how long it takes to produce the
item, and the committed shipment date. At any moment
t , let q(t) be the number of orders currently waiting in
the system. If an item for order j is being produced, let
the residual time to finish producing the item be denoted
by p̃j ; preemption of processing is not allowed. When
the vendor quotes the customer (who submitted request j )
the latest shipment date dj , the customer either accept it,
or reject it and looks elsewhere. Define the amount of
additional waiting time (or slack) for the requested item
by xj ≡ dj − rj − pj . The probability of the customer
accepting a quote is a function of xj and is monotonically
decreasing. Let this acceptance probability be g(xj ) for
the pool of customers. The rationale behind g(xj ) is that,
although it is impossible to know the tolerance of individual
customers to various levels of waiting, the tolerance of all
customers as a whole (i.e., g(xj )) can be estimated fairly
accurately. The acceptance probability, g(xj ), can also be
viewed as the cumulative density function of a random
variable representing the slacks in accepted quotes. Thus,
g(xj ) is a monotonically nonincreasing function.

If the customer accepts the quote, an order (with the
same index as the initial request) is subsequently placed to
the vendor. Fulfillment of the order generates a profit of aj

(i.e., the sale price of the item less the material and labor
costs). Let the completion time of the item (i.e., the time
of shipment) be Cj . Then, the throughput time of order j

is Tj = Cj − rj . In the spirit of reducing inventory wastes
and minimizing throughput times, there is a cost of wj per
unit throughput time. The total throughput time penalty for
order j is therefore wjTj .

We assume that early shipments of orders are permissi-
ble. More precisely, the customer prefers the ordered item
to be shipped as early as possible before the deadline dj , or
at least, is indifferent about an early shipment. An exam-
ple of this would be a customer receiving a book ordered
from an Internet bookstore. Note that this is different from
Just-in-Time (JIT) models in which a certain penalty may
be incurred on an early shipment.

For convenience of exposition, all data takes on integer
values. For all practical purposes, a continuous problem
can be discretized using a sufficiently small time unit.

3 MAIN RESULTS

In this section, we present the main results of the paper.
Specifically, a method is proposed for maximizing the ex-
pected net profit, which is defined by the profits from the
orders less the throughput time costs.

Consider the costs and profits associated with a new
request that arrives at time rn = t . By our notation, q(t)

is the number of orders already in the system. Let these
orders be numbered by J = {1, . . . , n − 1 = q(t)}. For
each order j ∈ J, the processing time and the committed
shipmen dates are therefore pj and dj , respectively. Also,
there could be an order in processing, in which case, the
residual time is p̃. Additionally, we create a tentative order
n for the new request. Our objective is to identify a date
dn such that all orders can be shipped on time while the
expected net profit is maximized.

3.1 The Earliest Shipment Date

The first step in our method is to determine the earliest date
dmin
n . By definition, if dn = dmin

n , then all the orders can
be shipped on time; further, if dn < dmin

n , then at least one
of the orders will be tardy. It is clear that dmin

n ≥ t0 + pn,
where t0 = t + p̃ is the time when the order in processing
is completed (t0 = t if the machine is idle). Furthermore,
dmin
n ≤ t0 + ∑n

j=1 pj , since the right hand side of the
inequality is the completion time of the new order should it
be worked on last. It turns out that for a fixed dn, the question
of whether all orders can be completed by their respective
deadlines is a deterministic sequencing problem solvable
using the earliest-due-date (EDD) rule (Pinedo 1995): If the
orders are processed according to the increasing sequence
of committed shipment dates and are completed on time,
then this particular dn is a feasible choice. To find dmin

n ,
we incorporate the EDD rule in the following dichotomy.

Procedure Find-Min-D
Step 0. Set a := t0 + pn, b := t0 + ∑n

j=1 pj .
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Step 1. If a = b, then let dmin
n = a and STOP ; otherwise,

set

dn := �(a + b)/2�
and apply the EDD rule to get the completion times
Cj , j = 1, . . . , n.
Let Lj = Cj − dj for all j , and let

Lj0 = max
1≤j≤n

{Lj }.

Step 2. If Lj0 > 0, then set a := dn + Lj0 ; otherwise, set
b := Cn. Go to 1.

3.2 Throughput Time Costs

Any quoted date that is no earlier than dmin
n would be

feasible. Nevertheless, there are other considerations be-
sides feasibility. Specifically, we also need to consider
the throughput time costs, which is be expressed as
z(dn) = ∑n

j=1 wj(Cj − rj ). Here the completion times
Cj (j = 1, . . . , n) are dependent of the single variable dn,
which results in the dependency of z(dn) on dn. Since
Cj −rj = (Cj − t0)+ (t0 −rj ) with (t0 −rj ) being constant
for any processing sequence, it boils down to minimizing∑n

j=1 wj(Cj − t0). For any fixed dn with dn ≥ dmin
n , the

problem of minimizing
∑n

j=1 wj(Cj − t0) while complet-
ing the orders on time is a deterministic NP-hard problem
(Lenstra et al. 1977). It is commonly believed, though not
yet proven, that fast polynomial-time solution procedures
probably do not exist for this kind of problem. However,
problem instances with 20–120 orders can still be solved
optimally in a matter of seconds using a method recently
suggested by Pan (2003). Even larger instances can be
dealt by this procedure, although optimality is no longer
guaranteed.

Let z∗(dn) be the minimum value of z(dn) for a fixed
dn. It is readily shown that z∗(dn) is a nonincreasing
step function defined on the interval [dmin

n , ∞) with right-
hand continuity. Therefore, we only need to identify the
discontinuity points and the function values evaluated at
those points. Starting with the largest discontinuity point,
the following dichotomy procedure sequentially finds all
the discontinuity points and their function values.

Procedure Evaluate-Z
Step 0. Let t1 = t0 + ∑n

j=1 pj . Set S := {t1}. Associated
with t1 is the value z∗

t1
, which is obtained by setting

dn := t1 and subsequently applying Pan’s algorithm.

Step 1. If S = ∅, STOP ; otherwise, set

a:=
{

1+ maxt∈S,z∗(t)<z∗(tmax){t}, if |S| > 1,
dmin
n , otherwise;
b := min
t∈S,z∗(t)=z∗(tmax)

{t},

where tmax = maxt∈S{t}.
Step 2. If a = b, then a is a discontinuity point and z∗(a)

is the associated value; hence, set S := S \ {t |t ∈
S, z∗(t) = z∗(a)} and go to 1.
Otherwise, set

dn := �(a + b)/2�

and apply Pan’s algorithm to obtain z∗(dn) and the
associated completion times Cj , j = 1, . . . , n.

Step 3. If z∗(dn) 
= z∗(b), then set

a := dn + 1, S := S ∪ {Cn}

(note that z∗(Cn) is now associated with Cn); oth-
erwise, set b := dn. Go to 2.

The running time of Procedure Evaluate-Z is determined
by the number of runs of Pan’s algorithm as well as the
time required per run. It can be shown that the running time
of the procedure is on the order of O(C · log(t1 − t0 + 1)),
where C is the largest computation time incurred by Pan’s
algorithm among the runs.

By applying Procedure Evaluate-Z, we now have full
knowledge of the function z∗(dn). Suppose that there will
not be any future requests after the current one. Then, an
optimal shipment date quote (not necessary unique), which
we denote by d∗

n , can be determined by maximizing the
expected net profit π(dn) defined as follows:

π(dn) = an · g(dn − rn − pn) − z∗(dn) +
n−1∑
j=1

aj (1)

for dn ∈ [dmin
n , ∞), with the last term of (1) being a

constant. Let the discontinuity points of z∗(·) be denoted
by α1 < . . . < αm, where m is the number of discontinuity
points. Due to the monotonicity of g(·) and the fact that
z∗(·) is a nonincreasing step function, an optimal quote,
d∗
n , can be found among the points in D = {α1, . . . , αm}.

Hence, we may let d∗
n be the largest point in D such that

π(d∗
n) = max

dn∈D
π(dn). (2)

Using Procedure Evaluate-Z, we outline a dispatching-
type heuristic below for shipment date quoting.

Procedure Heuristic-1
Step 0. Initialize Q := ∅, where Q is the set of orders with

committed shipment dates. Also initialize the time
horizon t . Set the cumulative cost ρ := 0.
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Step 1. If t exceeds the end of the observation window,
STOP.

Step 2. If |Q| > 0, execute the orders in Q in the se-
quence determined by Pan’s algorithm (adjust ρ

accordingly), until a new request arrives.

Step 3. Determine dn using Procedure Evaluate-Z and the
formula in (2). Present the customer with a quote
of dn + δn, where δn = hn(dn − rn −pn) is a slack
function (δn is discussed in detail in Section 4.1).
If the quote is accepted, add a new order to Q and
add the profit from this order to ρ. Go to 1.

4 SIMULATION RESULTS

A wide variety of dispatching rules has been previ-
ously discussed in the context of queueing theory (see
van Mieghem 1995 for some references). However, the
main challenge is that these rules, which select the next
order to process among all queued orders, cannot be easily
adapted to simultaneously handle both the optimization and
feasibility issues in our model. Clearly, in choosing the next
order, we need to consider whether the decision would ad-
versely affect the on-time delivery of all the orders, as well
as the costs and benefits associated with the decision. It is
not clear whether straightforward adaptation of dispatching
rules would perform satisfactorily.

The focus of this section is to compare the proposed
heuristics with a simple adaptation of the FIFO rule, which
be described as follows. The orders are processed in the
First-In-First-Out manner. Upon receiving a request, we
examine the amount of unfinished work (i.e., total order
processing time) and quote the shipment date as the current
date offset by the unfinished work and the processing time
of the request, should it become an order.

4.1 Experimental Design

We model the arrival process of incoming requests as a
Poisson process with rate λ. This Poisson process is ap-
proximated using the uniformly distributed arrival epochs
over a chosen time interval. The processing time, though
assumed to be known upon the arrival of a request, follows
a uniform distribution on [1, 100]. The per unit time inven-
tory holding cost is also uniformly distributed on [1, 10].
For a stream of n requests with the expected total processing
time 55n, let their arrival epochs be randomly dispersed over
interval [0, 55n/η], where η is the traffic intensity. The rate
of the approximated process is then computed as λ ≈ η/55.
Each arrival stream comprises n = 1000 requests.

Also associated with a request i is a potential payment
of ai , which is uniformly distributed on [1, amax]. The
acceptance probability of the customer pool is assumed to
be g(x) = (1 − p)x , which essentially implies that the
amount of waiting time a customer can stand follows a
geometric distribution with rate p. Thus, the experimental
data is controled by three parameters, η, amax, and p. Each
of these parameters takes on two levels of values, as indicated
in Table 1. For each combination of the parameter values,
100 replications of the arrival stream are generated.

Table 1: Parameter Values
Level p amax η

1 0.0001 1000 .5
2 0.0002 2000 .8

The slack function δn(x) (where x = dn − rn − pn)
in Heuristic-1 is set through experimentation, and we have
determined that δn(x) = 3an(x + 55η)/(amax) works well.
The simulation program is written in C++ programming
language.

4.2 Comparison of Adapted FIFO vs. Heuristic-1

The results of Adapted FIFO vs. Heuristic-1 are shown
in Tables 2 and 3. It is worth noting that under some
operating conditions, the average net profit is negative for
both FIFO and Heuristic-1. This is attributed to the joint
effect of less revenue from potential customers shied away
by overcrowded systems, as well as high inventory holding
costs. Even on such a loosing proposition, Heuristic-1
results in narrower loss than Adapted FIFO. In the other
situations where the operation is profitable, Heuristic-1 is
able to outperform Adapted FIFO by as much as 3.7 times.

Table 2: FIFO vs. Heuristic-1: Net Profit
p amax η FIFO Heuristic-1

0.0001 1000 0.5 44430 79844
0.8 -414418 -183845

2000 0.5 539373 572609
0.8 79549 302425

0.0002 1000 0.5 43952 78948
0.8 -416377 -182857

2000 0.5 539578 573191
0.8 83008 303975

Table 3: FIFO vs. Heuristic-1: % Net Profit
p amax η FIFO Heuristic-1

0.0001 1000 0.5 56% 100%
0.8 -225% -100%

2000 0.5 94% 100%
0.8 26% 100%

0.0002 1000 0.5 56% 100%
0.8 -228% -100%

2000 0.5 94% 100%
0.8 27% 100%

The superior performance of Heuristic-1 is largely ex-
pected, because it considers both operating costs and rev-
enues from orders locked in. The computation time for both
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methods are negligible. This makes Heuristic-1 suitable to
be used in real-time online quoting.

5 FURTHER EXTENSION

As stated before, the condition in (2) precisely character-
izes an optimal quote d∗

n , provided that after the current
request, which corresponds to order n, there will not be any
future requests. However, we generally need also consider
requests to come. The influence of future requests on the
quoting decision now is stochastic in nature, since we do
not know when these requests will arrive or what values
their other parameters take on. Under such circumstances,
the conjunction of combinatorial (more precisely, sequenc-
ing) and stochastic factors makes it extremely difficult to
develop an exact formula for d∗

n . Therefore, we can employ
simulation and line search to approximate d∗

n .
Let d ′

n be the date that satisfies condition (2) (it was
denoted by d∗

n above, since in that special case, it is indeed
optimal). We restrict our attention to an interval [a, b]
such that a ≥ dmin

n and d ′
n ∈ [a, b]. In particular, consider

a = dmin
n and b = a + EX, where EX is the expected

interarrival time between requests.
A set of K simulation sample paths is generated, rep-

resenting possible scenarios of subsequent request arrivals
after the current one. We require that the sample paths all
comprise N requests. The same set of sample paths is used
to evaluate the performance of each dn ∈ [a, b]. With a
given dn, the quote is either rejected or accepted by the cus-
tomer. In either case, we evaluate the total expected profit
by applying Heuristic-1 to a sample path. Let γ denote a
sample path, and let yaccept (dn, γ ) and yreject (dn, γ ) be the
expected net profits in their respective cases. The expected
net profit associated with dn and sample path γ is then
computed as y(dn, γ ) = g(dn − rn − pn)yaccept (dn, γ ) +
(1 − g(dn − rn − pn))yreject (dn, γ ). We get an overall
performance measure, h(dn), for dn by averaging y(dn, γ )

over all the sample paths; i.e., h(dn) = max1≤γ≤K y(dn, γ ).
Now, the task boils down to maximizing h(dn) on interval
[a, b]. Since the objective function has only one variable,
a line search method can be used. Here we employ the
golden section method and denote by d̃n, the best point
found. Using d̃n as an approximation of d∗

n , we come up
with the following heuristic.

Procedure Heuristic-2
Steps 0-2. The same as those of Heuristic-1.

Step 3. The same as that of Heuristic-1, except that d̃n

is quoted, instead.

6 CONCLUDING REMARKS

We introduced a shipment date quoting method with po-
tential applications in E-commerce. Our approach utilizes
both combinatorial optimization and simulation optimization
techniques. We established the effectiveness the proposed
method through simulation studies. In the future, we plan
to develop solutions of the off-line version of the shipment
date quoting problem, which would be useful in measuring
the solution quality for the on-line problem. Moreover, it
is possible to simultaneously consider shipment date quot-
ing for the current request and other requests that might
arrive soon. To this end, the effect of deliberately idling
the machine should be looked into, perhaps with the new
tool developed in Pan and Shi (2004).
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