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ABSTRACT 

Bottleneck-based scheduling is a popular approach in pro-
duction scheduling, and it has achieved promising results 
in industry. To incorporate this approach in discrete event 
simulation tools is difficult since the approach requires 
multiple passes, forward and backward, to reach a good 
solution for the scheduling problem. In this paper, we pro-
pose a two-pass scheduling approach using discrete-event 
simulation that takes bottlenecks into consideration. In the 
first pass, a simulation run is performed and bottlenecks 
are determined. If significant bottlenecks are identified, a 
second-pass simulation is performed to reduce the loading 
on bottlenecks through specific scheduling strategies. 

1 INTRODUCTION 

Two broad approaches can be identified for solving sched-
uling problems: optimization or approximation. Optimiza-
tion methods, which are directed at finding exact solutions 
by enumerative algorithms, are often unable to achieve 
feasible solutions to large problems due to excessive com-
puting requirement. Examples of optimization approaches 
include Branch-and-Bound (Perregaard and Clausen 1998), 
and linear programming (Pinedo 1995).  

Due to the limitation of exact enumerative techniques, 
approximation methods become a more viable alternative. 
In these methods, an optimal solution is not guaranteed but 
the gain in speed enables larger problems to be solved. The 
earliest approximation algorithms are priority dispatch 
rules (Panwalkar and Iskander 1977). These techniques 
assign a priority value to all the operations that are avail-

 
 

able to be sequenced and then the operation with the high-
est priority value is chosen. During the last 30 years, the 
performance of a large number of the priority dispatch 
rules has been studied extensively using simulation tech-
niques (Jones and Rabelo 1998). Some complex dispatch-
ing rules comprise multiple levels of heuristics or priori-
ties, with look ahead capability (Sivakumar 1999; Chong, 
Sivakumar, and Gay 2002). 

 
 

Another popular example of approximation methods is 
the bottleneck-based approaches (Jain and Chan 1997). 
These approaches improve the performance of a manufac-
turing system through the management of the bottlenecks. 
In these scheduling approaches, multiple passes are nor-
mally performed to develop a good solution to the schedul-
ing problem. This may involve taking one or more lots at a 
time and developing its complete sequence, backward 
and/or forward and iterating through all the lots. The algo-
rithm may involve developing an initial sequence based on 
a simple strategy and then iteratively modifying the se-
quence to improve the quality of the solution.  

In optimized production technology (OPT) for in-
stance, bottlenecks are identified and scheduled first to 
optimize the throughput of the system. The non-bottleneck 
operations are then scheduled so as to reduce inventory 
(Fox 1984). Shifting Bottleneck Procedure (SBP) is an-
other bottleneck algorithm, which is characterized by the 
following tasks: Subproblem identification, bottlenecks 
selection, subproblem solution, and schedule re-
optimization (Demirkol, Mehta, and Uzsoy 1997). The 
strategy involves relaxing the problem into m one-machine 
problems and solving each subproblem one at a time. Each 
one-machine solution is compared with all the others and 
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the machines are ranked on the basis of their solution. The 
machine having the largest lower bound is identified as the 
bottleneck machine. The bottleneck machine is sequenced 
first, with the remaining unsequenced machines ignored 
and the machines already scheduled held fixed. Every time 
the bottleneck machine is scheduled, each previously se-
quenced machine susceptible to improvement is locally re-
optimized by solving the one machine problem again.  

In other bottleneck procedures such as OPIS – Oppor-
tunistic Intelligent Scheduler (Smith 1995), new bottleneck 
is recognized during the construction of schedule. In this 
procedure, bottleneck analysis is repeated each time a re-
source or a job has been scheduled.  

Bottleneck based approaches have very limited use in 
simulation-based scheduling due to the multiple passes in 
time, forward and backward of the approaches. In a recent 
attempt of simulation based scheduling, Jain and Chan 
(1997) developed a bottleneck approach for lot release plan-
ning. In their approach, bottlenecks in the system were first 
identified through deterministic forward simulation. The lots 
that needed the bottlenecks were then determined and 
grouped together to reduce the time required for setups. 
Backward simulation was subsequently used to allow back-
ward flow of lots from their operation at the bottlenecks to 
their first operation to determine their release times. 

In this paper, we described a two-pass bottleneck 
scheduling approach on our earlier work of simulation-
based scheduling projects (Sivakumar 1999; Chong, Siva-
kumar, and Gay 2002). The project was carried out for a 
test site of a semiconductor manufacturer. The complexity 
of semiconductor manufacturing with multiple resource 
constraints, unique equipment configurations, etc. makes it 
a very challenging scheduling problem (Sivakumar, 1999; 
Chong, Sivakumar, and Gay 2002). Simulation based 
scheduling approaches are well suited for such scenarios 
(Jain and Chan 1997, Gupta and Sivakumar 2002) and 
have been reported in use in semiconductor industry (Watt 
1998, Sivakumar 1999).  

This paper is organized to discuss the concepts, the use 
of concepts in the proposed approach, and examine the per-
formance of the proposed approach in turn. The requirements 
and scope of the proposed system for scheduling are defined 
in Section 2. The third section elaborates on the concept of 
the proposed approach. The fourth section presents the results 
achieved using the approach for a semiconductor test site. 
Section 5 discusses the benefits and limitations of the ap-
proach that were realized during the development. The last 
section draws conclusions from this study. 

2 REQUIREMENTS AND SCOPE 

Semiconductor testing is considered one of the most com-
plex systems in terms of production routes equipment, and 
interdependency relationship (Sivakumar 1999, Sivakumar 
2000). The system is sophisticated because of 1) large and 
changing varieties of the products, 2) complex product-to-
tester relationships, 3) Multiple level tester-hardware de-
pendency, 4) sequence dependent setup times, 5) re-entrant 
process flow, and 6) conflicting multiple objectives (Gupta 
and Sivakumar 2002). These complexities make schedul-
ing problem in semiconductor backend testing a very de-
manding scheduling problem. 

In solving scheduling problems of semiconductor manu-
facturing, the use of discrete event simulation method offers 
the advantage of developing a feasible schedule in shorter 
computation times compared to some other techniques (Siva-
kumar 1999). In this method each time an equipment be-
comes available in the simulated time, it selects an operation 
and all jobs available at that instant of time can be consid-
ered. During the selection process, all activities such as pre-
ventive maintenance, sequence dependent setups can also be 
taken into consideration. The focus can thus be on the selec-
tion of the most suitable lot on the available machine at deci-
sion instance t in simulation clock. 

Our work is based on previously developed simula-
tion-based scheduling systems for semiconductor test facil-
ity in a semiconductor assembly and test company. The 
research was initiated with an objective to further improve 
the system performance by addressing issues in the previ-
ous approaches, and incorporating the benefits of bottle-
neck based approaches. 

Previous projects use an auto model generation ap-
proach, and have integrated the management policies, rules 
and algorithms into the systems, translated as parameters. 
Scheduling logic and algorithms have been implemented to 
optimize throughput, cycle time and asset utilization. 
These objectives are implemented by weighted factors. 

The projects focus on the detailed modeling of the 
testers together with the required secondary resources such 
as handlers, and several other types of hardware. Machine 
unavailable times such as preventive maintenance are con-
sidered in the model. Factors in machine setups such as 
handler change, handler conversion, hardware change, 
temperature change and test program change are modeled 
in the systems. 

In these projects, the program performs scheduling op-
timization by choosing the most suitable lot to load onto the 
available equipment in future simulated time. In this mecha-
nism, it is difficult to identify bottlenecks in the system dur-
ing simulation unless the bottlenecks are pre-determined 
prior to the simulation run. Besides, if detailed logic for look 
ahead were to be incorporated to recognize bottlenecks dur-
ing simulation, additional complexity could be overwhelming 
on already complex semiconductor test modeling. 

In our proposed approach, the focus is on the use of 
simulation output generated relating to lots and testers in the 
first simulation run, and subsequently use of the information 
in the second simulation run, in order to improve the system 
performance. The simulation run uses dispatching rules de-
veloped in the previous project without any modifications. 
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The second run incorporates new heuristics to make use of 
the details related to the bottlenecks in the first run.  

Our approach differs from common simulation based 
scheduling procedures that use a two-stage simulation 
(Yang and Chang 1998). In these approaches, offline ex-
periments are performed manually in the first stage with 
different scheduling rules to determine a condition that can 
achieve the desired performance of the manufacturing sys-
tem. This set of dispatching rules will then be used in op-
erations to generate the schedules. In our case, both simu-
lation runs are executed automatically online without hu-
man intervention. 

3 PROPOSED APPROACH 

The approach to develop the two-pass simulation based 
scheduling consists of the following steps (Figure 1): 

1. First pass deterministic simulation. This step is to 
generate detailed schedule and reports including 
queuing time of lots at testers, utilization of testers 
and setups. The simulation is run using scheduling 
algorithms in the previous projects, and results are 
extracted from simulation event trace.  

2. Capacity Analysis.  The simulation outputs are 
analyzed to determine the bottlenecks. Machines 
(i.e. testers) are ordered from the highest to the least 
constrained. Only those machines that had demand-
to-capacity ratio above a pre-defined threshold level 
are considered to be bottlenecks (MH). Machines 
that have demand-to-capacity ratio below a certain 
threshold level are also identified (ML). 

3. Bottleneck Analysis. In this step, lots that need 
the bottlenecks were identified. Queuing times of 
these lots are analyzed. Lots with queuing time to 
cycle time ratio exceeding a certain threshold 
limit on the bottlenecks are recognized. This in-
formation, together with step and resource details 
at the bottlenecks is stored as attri  butes of lots in 
the second simulation run. The purpose of intro-
ducing these attributes is to redirect lots having 
long queuing time on the bottlenecks to less con-
strained resources in the next simulation run.  

If no resource exceeds the upper or lower 
thresholds of the demand to capacity ratio, sec-
ond pass simulation is not required, as no sig-
nificant improvement could be expected.  

4. Second pass deterministic simulation. The lot at-
tributes and details on machines that are identified 
earlier (MH and ML) are incorporated in this simula-
tion run. An additional level of priority ordering is 
implemented into the existing dispatching rules on 
the machines. On the bottlenecks (MH), more em-
phasis is given on processing lots that requires the 
same setups, whereas on machines marked with ML, 
setup rules are relaxed but the lots are still grouped 
by same setup whenever possible. No change is 
needed on other machines in the model. 

5. Schedule Comparison. This step is introduced as a 
sanity check just to ensure that the better schedule 
between the first and second pass simulation is cho-
sen based on the performance measures (i.e. 
throughput, cycle time and asset utilization). The se-
lected schedule will then be used in the shop floor. 

4 EVALUATION AND RESULTS 

To quantify the improvement in performance through use 
of this system, different sets of actual data were collected 
Figure 1: Two Pass Simulation-Based Scheduling Approach 

MES

2nd Pass

1st Pass

First Pass 
Simulation
First Pass 
Simulation

Second Pass 
Simulation

Second Pass 
Simulation

AnalyzeAnalyzeSchedule
(1st Pass)
Schedule
(1st Pass)

Second 
Pass?

Second 
Pass?

No

Yes

First
Pass
Schedule

First / 
Second
Pass
Schedule

CompareCompare

Schedule
(2nd Pass)
Schedule
(2nd Pass)

Bottlenecks, 
WIP, etc.

Bottlenecks, WIP, etc.

MES

2nd Pass

1st Pass

First Pass 
Simulation
First Pass 
Simulation

Second Pass 
Simulation

Second Pass 
Simulation

AnalyzeAnalyzeSchedule
(1st Pass)
Schedule
(1st Pass)

Second 
Pass?

Second 
Pass?

No

Yes

First
Pass
Schedule

First / 
Second
Pass
Schedule

CompareCompare

Schedule
(2nd Pass)
Schedule
(2nd Pass)

Bottlenecks, 
WIP, etc.

Bottlenecks, WIP, etc.



Chong, Sivakumar, and Gay 

 
from the manufacturing plant throughout a production pe-
riod of about six months. The results from the original 
scheduling system were used as a base case to benchmark 
the new bottleneck approach. No simulation replication is 
performed since there is no stochastic element in the simu-
lation model. 

The first pass simulation is executed at a run length 
twice the actual duration of comparison. This is to ensure 
that the majority of lots have completed their routings and 
exited the system. Lot details in the first simulation run are 
needed for capacity and bottleneck analysis.  

The results of the evaluation for different data set as 
compared to the base case are shown in Figure 2. The per-
formance of the system was found to improve for production 
objectives of throughput (i.e. both total number of pieces and 
number of lots), cycle time and machine utilization for most 
of the data set. The level of improvement varies from 0 to 
10% across the different data set. Significant reduction is 
found on the average setup times per machine as compared to 
other performance measures. This is to be expected because 
the new approach puts more emphasis on grouping lots based 
on same setups on the bottlenecks. 

Analysis of the results reveals that the amount of setup 
time reduction across different data set correlates with the 
number of available lots for selection (see Figure 3). The 
more lots for selection when a machine becomes available, 
the better chance of finding lots that require the same setup 
to the previous processed lot on the machine. However, no 
obvious relationship can be established between throughput, 
  
cycle time, and percentage of lots scheduled as the inter-
dependencies among the factors could be very complex. 

To further verify the proposed approach, a set of ex-
periments was carried out (refer to Figure 4). The experi-
ments involve changes in parameters. The results show that 
when all machines use the same setup strategy, there is a 
significant reduction in setup times, some improvement in 
machine utilization but cycle times and throughput suffer. 
In the case when all machines are considered as less con-
strained resources, higher throughput could be achieved 
but cycle times deteriorate. A better result, in terms of per-
formance objectives, is obtained when bottlenecks use the 
same setup strategy and less constrained machines have a 
more relaxed rule on setups. 

The last two experiments show that the threshold val-
ues (i.e. for bottlenecks and less constrained machines) can 
have a significant effect on the system performance. These 
two experiments are variations of the third experiment with 
less machines classified into the under utilized machine set 
(50% less) and bottleneck machine set (10% less) respec-
tively. Setup times appear to be more sensitive to the 
threshold values compared to other performance objec-
tives. However, the two experiments still indicate favor-
able results in terms of the target performance measures as 
compared to the base case. More extensive experimenta-
tion is needed to confirm the findings. 
Figure 2: Two Pass Approach Compared to Base Case 
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Figure 3: Relationship of Lots Scheduled and Performance Measures Compared to Base Case 
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Figure 4: Experiments on Two Pass Approach 
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5 BENEFITS AND LIMITATIONS  
OF THE APPROACH 

With the proposed two-pass approach, it is demonstrated 
that bottlenecks can be detected and subsequently taken 
care of in simulation-based scheduling. Earlier simulation  
studies had shown that better control of work at bottle- 
necks could lead to substantial improvements in system 
performance. In our approach, bottlenecks are handled 
specifically in the simulation (i.e. second simulation run). 
To minimize non-value added times such as setup times at 
bottlenecks, an obvious dispatching strategy to use is to 
group lots that need the same setups. This strategy is ap-
plied in our work. 

Further, less constrained machines are also identified. 
These machines are allowed to have less strict rules on 
setups. This permits more lots to be eligible to run on the 
machines even though it means more frequent setups. The 
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logic for this is that it is better for the non-bottleneck ma-
chines to have more frequent setups to achieve lower cycle 
times rather than idling. 

By adopting this two-pass approach, it is generally pos-
sible to use different dispatching strategies for different level 
of constrained machines. However in the scenario for this 
project, with a large variety of products and routes, complex 
product-tester relationships, and many machines with capac-
ity demands close to each other, a minor change in dispatch-
ing rules or setups could result in bottlenecks shifting.  

Therefore it is believed that a better bottleneck driven 
approach should incorporate shifting bottleneck procedure. 
A recent paper (Roser, Nakano, and Tanaka 2002) demon-
strated a method for detecting bottlenecks in manufactur-
ing systems and the shifting of these bottlenecks. The 
method determines the bottleneck based on the duration a 
machine is active without interruption. This method, in 
principle, could be implemented in the simulation based 
scheduling and may thus allow a better control on the bot-
tlenecks. However, the details of this method need to be 
researched further. 
 
6 CONCLUSIONS 
 
This paper presented a two-pass approach for complex 
semiconductor test operation scheduling. The approach has 
successfully considered bottleneck machines, and made 
use of the bottlenecks in simulation based scheduling. The 
initial experimentation and evaluation shows improvement 
in the system performance. 

However, this approach can be very specific to the 
project undertaken, and the results may vary on other 
scheduling problems. The authors believe that more work 
can be done to generalize and further refine the approach. 
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