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ABSTRACT 

Supply chain logistics planning is a complex process in 
both military and civilian operations.  Poor planning may 
lead to system instability that might seriously influence the 
ability of the supply chain to satisfy its customers or might 
affect a combat mission. Therefore, correct decisions need 
to be made to optimize the performance of the system.  It is 
important that the right information is transferred to the 
concerned unit that needs to receive the right information. 
Our model features a decision support system that aids 
human in making decisions and studies the role of a deci-
sion support system in enhancing the performance of the 
supply chain logistics system. The model is object oriented 
in nature, which helps in rapid prototyping of the different 
components of the system. 

1 INTRODUCTION 

Supply chain logistics planning is a complex process in both 
military and civilian operations. Although there have been 
attempts to represent individual stages in a supply chain, 
there are not yet many models that represent real time inter-
action within an entire system in a holistic manner.  Joint 
Vision 2010 is a plan that describes the emerging opera-
tional concepts and the technological advances of the armed 
forces, by Chairman of Joint Chiefs of Staff  (Joint Vision 
2010). Among the different emerging concepts discussed in 
the paper focused logistics is one of them. Focused logistics 
will be concentrating on providing rapid crisis response 
based on the aggregation of information.   

The current effort has led to a computational platform 
that can be used to emulate the dynamic characteristics of 
the supply chain domain along with the real-time informa-
tion updates typical of the collaborative enterprises emerg-
ing from advanced computing concepts. The decision sup-
port system follows the philosophy of mixed-initiative 
collaboration where human decision makers and automated 
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agents work together in achieving high joint performance 
in the context modeled. 

According to Shepherd and Lapide (2000), various 
trends are pushing the emphasis toward optimization of 
supply chain networks. These include:  

Customer demand for shorter cycle times.  
Globalization of operations (B2B) -including 
sourcing, production, sales and marketing.  
Greater outsourcing of manufacturing operations. 
Increased use of third party logistics (3PL) pro-
viders and third party warehouses. (Gopalakrish-
nan et. al. 2000) 

Models used in supply chain systems analysis can be 
classified into deterministic analytical models, stochastic 
analytical models, economic models, and simulation mod-
els (Beamon 1998). 

A deterministic analytical model is one in which the 
variables are known and specified, and the goal is to 
achieve a closed-form analytical solution through mathe-
matical programming techniques. These models provide 
prescriptive solutions under certain assumptions, but are 
limited to static system representation. Examples of this 
work include research by Cohen and Lee (1988) and 
Cohen and Moon (1990). Cohen and Moon (1990) devel-
oped a model, called PILOT, that performed cost function 
analysis to investigate the effects of various parameters on 
supply chain cost.  
 A stochastic analytical model is one in which at least 
one of the variables is unknown, and is assumed to follow 
a particular statistical distribution. These models embody 
more realistic features of a supply chain in the form of sto-
chastic representations. However, they are not dynamic be-
cause they do not account for real time updates of the enti-
ties and interactions of the system. Examples of stochastic 
models include a heuristic stochastic model developed by 
Lee and Billington (1993) for managing material flows on 
a site-by-site basis.  
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 Economic models focus mainly on the buyer-supplier 
relationship in a supply chain from a cost perspective. 
Christy and Grout (1994) developed a framework modeled 
by supply and demand economics to explain the trading 
relationships that operate between companies. 
 Simulation models use computer representations to 
model the real-world interactions and are useful for what-if 
analysis. Although there have been several studies on 
simulating aspects of supply chain systems, there is a 
dearth of high-fidelity models that represent supply chain 
interactions at a detailed level that includes the incorpora-
tion of real-time information updates.  We describe a simu-
lation model and a decision support system that aids hu-
man in making decisions. 

2 PROBLEM DOMAIN 

The simulation model represents a multi-echelon supply 
chain system involving interactions associated with main-
tenance, inventory control, spare part suppliers, and sched-
uling of resources to perform repair of machines on a shop 
floor.  The supply chain can be broadly abstracted to three 
stages: (1) procurement, (2) manufacturing, and (3) distri-
bution, as illustrated in Figure 1. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: Supply Chain Process 
 

 Procurement is the stage in which the manufacturing 
unit of the supply chain system acquires the raw materials 
or the spare parts for the machines from different suppliers. 
In the manufacturing stage there are three substages, the 
inventory/storage unit, production unit and inven-
tory/storage unit. The inventory for these products is con-
trolled by the storage unit/inventory control stage. The raw 
materials are processed through the production unit, and 
the finished product is transferred to another storage unit. 
In the distribution stage the finished product is exported to 
the vendors or the different market centers of the product. 
 The different stages or echelons of the supply chain 
are interconnected with the forward flow of materials and 
backward flow of information (Beamon 1998; Vrijhoef and 
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Koskela 2000). Also, the use of third party logistics (Tho-
mas and Griffin 1996) and third party warehouses 
(Gopalakrishnan et. al. 2000) complicates decision making 
in a supply chain system.  

The supply chain is a very important component of 
any manufacturing system. The concept of supply chain 
management was introduced in the 1890’s (Croom, 
Romano, and Giannakis 2000; Douglas and Martha 2000). 
In “Educating the Supply Chain: A Holistic Approach,” 
Evans, Naim, and Towill (1996) identify supply chain 
management as a means to achieve global attention. The 
Global Supply Chain Forum (GSCF) defines supply chain 
management as follows: “ . . . Supply chain management is 
the integration of key business processes from end user 
through original suppliers that provide products, services, 
and information that add value for customers and stake-
holders” (Lakhal et. al. 2001). 
 A fair knowledge of each of the three stages is neces-
sary to integrate the different levels of the supply chain 
system. It is not only the information that is important, but 
also it is equally important that the right information is 
transferred to the concerned unit that needs to receive the 
right information. A Decision Support System (DSS) is a 
very important part in integrating all the different stages of 
the supply chain unit. 

Many previous studies have limited themselves to 
considering a supply chain as individual stages rather than 
looking at it as a system. Studies have focused on only a 
single stage of a supply chain and have not considered a 
supply chain system as decentralized components inter-
connected across the components. 

A very early simulation model developed to study 
supply chain dynamic behavior was by Forrester (1961). 
The “Forrester Model” can be described in terms of six in-
teracting flow systems, namely the flows of information, 
materials, orders, money, manpower, and capital equip-
ment. It is a model of a production-distribution system. 
Based on the development and use of a system dynamics 
simulation model, Forrester analyses issues evolving 
around supply chain management (Angerhofer and Ange-
lides 2000). 

The simulation model developed by Towill (1997) dis-
cusses reduction of material flow delays, information flow 
delays, and some information distortion by eliminating 
complete echelons and performing time compression 
within individual echelons. Information flow improves the 
resource planning and inventory management. 

Traditional models have numerous problems with re-
spect to modeling supply chain systems at high fidelity. 
They are based purely on a networks of queues abstraction, 
following an uncomplicated seize-hold-release behavior, 
suitable for “passively” scheduled systems. They typically, 
do not feature reusable software components and have dif-
ficulty in representing decentralized decision making (Na-
rayanan et. al. 1998). They generally, do not account for 
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the uncertainty and dynamic feature of supply chain sys-
tems and do not account for dynamic information updates.  

Providing logistics support for military missions is 
very critical in the execution of the mission.  Some of the 
logistics model for military support have looked at plan-
ning and execution. Wilkins and Desimone (1994) devel-
oped a model, called SOCAP (System for Operations Cri-
sis Action Planning), that supports joint military courses of 
action in less time when responding to a crisis. Ruck 
(1998) has developed a model called   FLEXLOGS (Flexi-
ble Experimental Logistics Simulator) that treats the model 
as a transportation network with defined rules for ordering 
and shipping material.  
 Poor planning may lead to system instability that 
might seriously impact the ability of the supply chain to 
satisfy its customers. Therefore, right decisions need to be 
made to optimize the performance of the system. The deci-
sion that needs to be taken is defined in most cases based 
on the time frame. Thus, decisions can be either for strate-
gic or tactical planning. Tactical planning deals with ongo-
ing situations, whereas strategic planning deals with the 
near future (Doherty and Leigh 1986). 
 The cognitive process of decision making in logistics 
planning can be divided into five steps —problem identifi-
cation, alternatives to solve the problem, evaluation of the 
alternatives, selection of the best alternative, and imple-
mentation of the selected alternative.  
 The different decision-making theories useful to cap-
ture the human decision making processes are image the-
ory, cognitive continuum theory, recognition primed deci-
sion making, subjective expected utility theory, and multi-
attribute utility theory. The image theory suggested by 
Beach (1997) talks about using three categories of images 
to set standards to guide decisions, and the decisions can 
be made by sorting the alternatives in a preference order.  
The cognitive continuum theory of decision making as sug-
gested by Hammond, McClelland, and Mumpower (1980) 
differentiates the intuitive decision-making ability from 
that of the analytical decision-making ability of the human. 
Klein (1989) developed the theory of recognition primed 
decision making, based on the observations of people in a 
naturalistic environment and their behavioral responses to 
a change in the environment. 
 Subjective Expected Utility Theory (SEU) was very 
popular in the eighteenth century. In this theory, the ex-
pected outcome of the solution is converted into utilities. 
These utilities are weighted based on probability of occur-
rence and the effects over other events (von Neumann and 
Morgenstern 1947). 

The multi-attribute utility theory extends the SEU the-
ory to cases with multiple attributes of interest. Each of the 
attributes is weighted, and alternatives are chosen (Keeney 
and Raiffa 1976). Multi-attribute utility theory models se-
lects alternatives through the application of utility func-
tions and weights. Multi-attribute utility methods let us ob-
tain the values of alternatives that have more than one 
useful attribute, thus involving evaluation on more than 
one criterion (Bose, Davey, and Olson 1997)  

We have implemented multi-attribute utility theory in 
our decision support model. The next section describes the 
simulation architecture that was built to support an interac-
tive multi-echelon supply chain system. The architectural 
framework supports multiple scenarios. For the purpose of 
this study we have created three instances of the system, 
the first one is where a decision support system is used, in 
the second one the supervisory controller interacts with the 
simulation with no decision aid. In the third instance the 
system is completely automated, hence there is no human 
intervention. 

3 SIMULATION ARCHITECTURE 

The simulation model supports real time supervisory con-
trol in which a human interacts with the underlying simula-
tion. It accounts for the dynamics and uncertainty of the 
supply chain system. 
 The different modules of the multi-echelon logistics 
system are (a) Basic Simulation Module, (b) Inventory 
Control Module, (c) Shop Floor Module, (d) Suppliers 
Module, and (e) Interface Module. The relationships be-
tween the components are shown in Figure 2.  
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Figure 2: Components of the System 
 
 All the modules are implemented in Java 2, and the 
database is connected using the JDBC-ODBC Bridge. The 
simulation architecture is based on an object-oriented ar-
chitecture, called Java-based Architecture for Developing 
Interactive Simulations (JADIS), and is used for develop-
ing interactive simulations (Narayanan et. al. 1997). Inter-
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active simulation models address the possibility of a hu-
man-in-the-loop during the simulation process in which the 
human can act as a supervisory controller by overriding the 
automation at any point of time.  
 The simulation module accepts stimulus from outside 
entities, including the supplier component and users. This 
module simulates the system under different conditions. 
Various functions such as machine failure, part acquisition, 
technician assignment, machine repair, and part outsourc-
ing are performed by the simulation server. The simulation 
server runs an inventory control unit that monitors the in-
ventory and updates the parts storage database on an “as 
and when needed” basis.  

The basic simulation component is responsible for the 
scheduling of the events and coordinating the multi-
threaded architecture. It is comprised of an event calendar, 
clock, simulator, and distributions.  
 The suppliers have the parts needed for machine repair 
provide inventory control with information about the part 
name, the price associated with the part, the shipping time 
for the part, and the quantity present when inventory con-
trol requests information about a part. The suppliers update 
their database as soon as a request for order is placed. The 
supplier module runs on Java™ Servlets. Servlets run in-
side the Java Virtual Machine. Servlets extend 
javax.servlet class that is contained in the Java Servlets 
Web Development Kit. The supplier servlets sends infor-
mation to the inventory control through HyperText Trans-
fer Protocol. 

The inventory control component tracks the parts in-
ventory and acquires parts from the supplier to keep the in-
ventory in control. This module requests quotes and orders 
parts from the suppliers based on a trade-off analysis of 
priority, time, cost, and quality of the part. The interface 
with the simulation module facilitates updating the infor-
mation on the server side. When a supplier is selected ei-
ther by the system or the user (depending on the operating 
mode), the inventory control unit places an order with the 
supplier. After the given shipping time, it updates the data-
base with the quantity of order placed. 

The shop floor component consists of the machines 
and the technicians present. The module updates its status 
to the simulation that is reflected on the interface. The Ma-
chine class embodies the characteristics of the machine and 
the failure of machines based on its parameters (such as 
mean time between failure of its components). Each failure 
necessitates a specific part or set of parts based on the re-
pair requirements. The primary cause of failure could be 
either a single factor or a combination of factors such as 
fatigue and fracture, wear, corrosion, and distortion (Engi-
neering Statistics Handbook 2001). The failure can be 
identified due to change in parameters measured.   
3.1 Simulation Interface 

This section describes the design of the interface to reflect 
the changes for the simulation. The goal in developing the 
interface is to present all the information in the best possi-
ble way to the user, so that they would not need much 
training. Using on-screen animations in the simulation 
model enabled the status of the model to be viewed as its 
development progressed 

As shown in Figure 3, the interface is divided into four 
primary sections. The first section(top left) consists of in-
formation about the machine. It reflects the status of the 
machine and, after a machine failed, information about the 
parameters for the machine, a list of parts of the machine, 
and the time taken to repair the machine. The second sec-
tion (top right) of the screen contains information about the 
inventory. The third section of the interface (lower left) 
displays the technician schedule chart presented to the user 
so that he or she could decide on assigning a particular 
technician for the repair based on the schedule.  The fourth 
section (lower right) gives information about the different 
suppliers, their price quotes, quantities, and their part ship-
ping times.  

 

 
Figure 3: Interface 

3.2 Decision Support System (DSS) 

The decision support system has two decision scenarios, as 
shown in Figure 4.  The objective of the supplier identifi-
cation module is to select the supplier based on conditions 
like cost, shipping time, and quantity present. The DSS 
was developed based on the multi-attribute utility theory of 
decision making. The features of the suppliers were identi-
fied and incorporated into the decision making process. 
Weights were assigned to the different attributes de-
pending on the priority of the part.  
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 Figure 5 describes the decision-making process as a 
block diagram. The assumptions made in this module are 
(a) parts can be ordered from any supplier, (b) ordering of 
parts can be divided among different suppliers, (c) multiple 
parts cannot be ordered at the same time, (d) multiple parts 
cannot be selected simultaneously 
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Figure 5: Decision Process for Selection of Supplier 
 

  
 The objective of the part identification module is to se-
lect the parts failed based on the parameters of the machine. 
The parts of machine affect the parameter of the machine 
based on a predefined data structure. The decision process 
for the selection of a failed part is as shown in Figure 6. 

 
 
 
 
 
 
 
 
 
 

 
 

Figure 6: Decision Proc-
ess for Part Identification 
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4 RESULTS  

In order to evaluate the DSS, it was compared to a system 
with non-DSS and to an automated system, in terms of the 
performance measures. The performance measures were 
machine down time, number of times supplies ordered, the 
mean number of times part identified incorrectly, and the 
number of times parts ordered. 
 The results indicate there is significant difference be-
tween the performance of a DSS compared to the perform-
ance of a non-DSS as well as automated system with re-
spect to machine down time, and mean error rate of part 
identification. Mean error rate of the part identification is 
defined in terms of the mean of the number of times the 
user identifies the part incorrectly. In real time, the identi-
fication of part involves both time and money. Fewer in-
correct part identification leads to increased efficiency. 
Data were set up in a 3 x 2 within subjects design with re-
peated measures, and an Analysis of Variance was con-
ducted using JMP, Version 4. SAS Institute Inc., Cary, NC, 
1989-2000 for sixteen data points.  The level of signifi-
cance for Type I error was 0.05. The dependent variables 
are machine down time, number of times supplies ordered, 
mean error rate for identification of part, and the number of 
times DSS was used. 
 As derived from Table 1, there was a significant dif-
ference between the system with DSS and the system 
without DSS and automated system . An all pairs Tukey-
Kramer test was conducted to find the difference between 
means of these systems. It was found that there was a sig-
nificant difference between the system with DSS and the 
system without DSS. The difference between mean error 
rate is as shown below in Figure 7.  
 The automated system was not highlighted in the 
Tukey-Kramer test as being different from the other two  
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Table 1: Summary of Results for Mean Error Rate 
Dependent 
variable 

Source DF F-Ratio  Prob >| f | 

Mean error 
rate 

Type of 
systems 

2 8.4977 0.0013 
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Figure 7: Comparison of Means between Different Types 
of System for Mean Error Rate of Part Identification. 
 
systems. Essentially it means that the automated system 
was statistically not different from either of the other two 
systems. 
 Table 2 summarizes the result for the dependent vari-
able machine down time. As derived from Table 2, there 
was a significant difference between the system with DSS 
and the system without DSS and automated system. The 
conclusion is that the down time for the machine is differ-
ent for the three systems. An all pairs Tukey-Kramer test 
was conducted to find the difference between means of 
these systems. It was found that there was a significant dif-
ference between the system with DSS and the system 
without DSS.  
 The difference between means is as shown in Figure 8. 

 
Table 2: Summary of Results for Machine Down Time 

Dependent 
variable 

Source DF F-Ratio  Prob >| f | 

Machine 
down time 
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2 4.8168 0.0125 
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Figure 8: Comparison of Means between Different Types 
of System for Machine Down Time 

5 DISCUSSION 

The major limitation of the system was that the data used 
were from theoretical distributions and were not from a 
real world system. 
 Future research should focus on further validating this 
study. Recent advances in wireless computing and the 
Internet open up opportunities to connect these collaborat-
ing units within a supply chain to provide seamless access 
to dynamic information. These technologies can be used to 
feature computational platforms including the accommoda-
tion of real-time interaction between distributed agents 
(both human and software), dynamic discovery of services, 
automatic ordering of parts for repair under certain trigger-
ing conditions (based on the system state), and Web-based 
access to information about suppliers. 
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