ABSTRACT

This paper describes a novel method for detecting the bottleneck in a discrete event system by examining the average duration of a machine being active for all machines. The machine with the longest average uninterrupted active period is considered the bottleneck. The method is widely applicable and also capable of analyzing complex and sophisticated systems. The results are highly accurate, distinguishing between bottleneck machines and non-bottleneck machines with a high level of confidence. This approach is very easy to use and can be implemented into existing simulation tools with little effort, requiring only an analysis of the log file which is readily available by almost all simulation tools. This method satisfies not only academic requirements with respect to accuracy but also industry requirements with respect to usability.

1 INTRODUCTION

This paper describes a method to detect the bottleneck in a discrete event system. The system consists of different entities, which can be generally grouped into two groups, which for the scope of this paper will be described as machines and parts. A machine is an entity, which performs work of any kind. A part is an entity which work is performed on. Machines may for example processing machines, automated guided vehicles (AGV’s), workers, salespeople, microprocessors, or phone operators. Parts may for example the parts processed by a manufacturing system, data within a computer or network, customers, or phone calls.

The throughput of all systems is limited by the capacity of the different machines of the systems. Depending on the nature of the system, some machines may affect the overall throughput more than other machines. Usually, the limitations of the system can be traced to the limitations of one or two machines, commonly called constraints or bottlenecks. As one of the goals of a system is to process a large number of products in a given time, the throughput is of significant economic concern. In order to improve the throughput of the system, the throughput of the bottlenecks has to be improved (Goldratt 1992).

However, in order to improve the throughput of the bottlenecks, it is necessary to first find the bottlenecks. Finding the bottleneck is not always a trivial. For manufacturing systems, (Cox and Spencer 1997) for example simply recommend that “… the best approach is often to go to the production floor and ask knowledgeable employees …”. Yet, this approach is clearly difficult to automate or to apply to a simulation. This paper describes a new method to detect the bottleneck in a discrete event system, which is fast, easy and accurate.

Currently, there are two frequently used methods to detect the bottleneck in a system by measuring either the waiting time in front of a machine or the workload represented by the percentage of the time a machine is active (Law and Kelton 1991). Both approaches have several drawbacks.

When measuring the average waiting time, the machine with the longest waiting time is considered to be the bottleneck. However, the accuracy of this approach is compromised if the system contains buffers of limited size. Furthermore, this approach analyzes only the processing machines of the manufacturing system. Other elements, as for example AGV’s, supply and demand, or human workers do not have a buffer in the classical sense and require additional consideration or may not be considered at all. And finally, the waiting time of all buffers before the bottleneck tend to approach infinitely whereas all buffers after the bottleneck tend approach zero.

When measuring the workload, the machine with the largest workload is considered the bottleneck. Yet, as more than one machine may have a similar percentage of being active, the difference between the workloads of the machines may be very small. Subsequently due to the result-
ing percentages having errors due to random variation of the data, it often cannot be said with confidence which entity is the bottleneck. While this method is easy to automate, the results are not always accurate. (Luthi and Har- ing 1997) describe an approach to determine the likelihood of multiple bottlenecks based on the percentage of the time the machines are active using a bottleneck probability matrix. The bottleneck detection method from (Berger, Breg- man and Kogan 1999) also investigates all possible combina- tions of bottlenecks, which rapidly becomes more complicated for larger systems. (Blake, and Breeese 1995) describes an automatic bottleneck detection method for computer networks also using a measurement of the work- load in combination with decision theory.

Besides methods described above, there is also the possibility to detect the bottleneck by analyzing the structure of the system. (Cox and Spencer 1997) for example describes a V-A-T logical structure analysis to find the bottlenecks by investigating the structure of the system. However, this is a complex manual task, difficult to automate, and applicable only to simple systems. Adding a product mix or additional elements, as for example AGV’s or human workers will greatly complicate the approach.

The presented bottleneck detection method describes a fast, easy and reliable way to detect the bottleneck in a dis- crete event system. The method is applicable to all active elements of a system, as for example processing machines, AGV’s, human operators, data processors, or supply and demand. The following section describes the method in detail, followed by an industry example and validation.

2 BOTTLENECK DETECTION METHOD

The bottleneck detection method applies to a discrete event system consisting of one or more machines as described in the introduction. At least one of these machines is the bottlene- neck of the system. As the presented method is devel- oped for discrete event systems, it is required that all of these machines are at a given time in one out of a list of possible discrete states. A processing machine, for example, may be working, waiting, in repair, changing tools, or being blocked. An AGV may be waiting, moving to a pickup location, moving to a drop off location, moving to a waiting area, recharging, or being repaired.

To apply the method only a log of the system activities is needed, i.e. which machine changed its status at what time. This is a standard output of most simulations and many system-monitoring processes and therefore readily available. No additional information about the system structure is needed. Subsequently the method is very easy to implement into most software tools.

As a first step, it is necessary to group all possible states into two groups, being either active states or inac- tive states. A state is inactive if the associated machine in this state is waiting for the arrival of a part or service, or for the removal of a part. A state is active whenever it is not inactive, and the machine activity is aimed towards improving the system throughput, including repair and service states. Table 1 shows a possible grouping of selected states for different machines into active and inactive.

Table 1: Active – Inactive States for Different Machines

<table>
<thead>
<tr>
<th>Machine</th>
<th>Active</th>
<th>Inactive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processing Machine</td>
<td>Working, in repair, changing tools, serviced</td>
<td>Waiting for part, waiting for service, blocked</td>
</tr>
<tr>
<td>AGV</td>
<td>Moving to a pickup location, moving to a drop off location, re-charging, being repaired</td>
<td>Waiting, moving to a waiting area</td>
</tr>
<tr>
<td>Human Worker</td>
<td>Working, recovering</td>
<td>Waiting</td>
</tr>
<tr>
<td>Supply</td>
<td>Obtaining new part, blocked</td>
<td></td>
</tr>
<tr>
<td>Output</td>
<td>Removing a part form the system</td>
<td>Waiting</td>
</tr>
<tr>
<td>Computer</td>
<td>Calculating</td>
<td>Idle</td>
</tr>
<tr>
<td>Phone Operator</td>
<td>Servicing Customer</td>
<td>Waiting</td>
</tr>
</tbody>
</table>

In the conventional approach, the above grouping would be applied to the system data in order to determine the workload of a machine. However, in the presented method, not the percentage is measured, but the duration of a machines being active, i.e. the duration a machine is in an active state without interruption by an inactive state. Consecutive active states are considered to be one active state. For example a machine working on a part, then being repaired, and then working on another part without interruption, is considered 1 active state, with the duration of the active state being the sum of the durations of the individual active states. Figure 1 shows an example of the active (work, repair, tool change) and inactive (waiting) states of a machine during a brief period of a simulation, including the duration of the active period based on consecutive active states.

Figure 1: Active Periods of Machine during Simulation

The duration $a_i$ of all active periods is measured for all machines $i$ throughout the simulation data. This results in a set of durations $A_i$ for each machine $i$ as shown in Equation (1). The calculation of the average duration $\bar{a}_i$ for a ma- chine $i$ is very straightforward as shown in Equation (2).
The machine with the longest average active period is considered to be the bottleneck, as this machine is least likely to be interrupted by other machines, and in turn is most likely to dictate the overall system throughput. The simulation example in the next section will show that this measurement usually has a very clear difference between the bottleneck machine and the non-bottleneck machines.

\begin{equation}
A_i = \{a_{i,1}, a_{i,2}, \ldots, a_{i,j}, \ldots, a_{i,n}\}
\end{equation}

\begin{equation}
\bar{a}_i = \frac{\sum_{j=1}^{n} a_{i,j}}{n}
\end{equation}

In addition, this approach has additional benefits due to the nature of the bottleneck detection method. Usually, simulation data cannot be assumed to be independent of each other, and subsequently it is difficult to calculate a confidence interval of a simulation measurement. Also, for example the percentages of time a machine is active can be measured only once per simulation. Subsequently additional techniques as for example batching have to be used to establish a valid confidence interval.

However, practical results show that the times between inactive periods are approximately independent of each other, and subsequently the average active durations are also approximately independent of each other. This allows a straightforward calculation of a standard deviation as shown in Equation (3) and a confidence interval as shown in Equation (4), estimating the accuracy of the bottleneck measurement. Therefore it is easy to determine the accuracy of the bottleneck detection.

\begin{equation}
\sigma_i = \sqrt{\frac{\sum_{j=1}^{n} (a_{i,j} - \bar{a}_i)^2}{n-1}}
\end{equation}

\begin{equation}
CI_i = t_{a/2} \cdot \frac{\sigma_i}{\sqrt{n}}
\end{equation}

After finding the bottleneck of a system, it is then possible to improve the performance of the bottleneck in order to improve the overall performance of the system. The next section will demonstrate the method using an industry example.

3 SIMULATION EXAMPLE

The presented method was verified using a number of different simulations. The following shows one representative complex simulation example, consisting of 8 sequential machines with buffers of size 3. The simulation was performed using the GAROPS simulation software as shown in (Kubota, Sato and Nakano 1999) and (Nakano et al. 1994). A screenshot of the simulation model is shown in Figure 2. The method was implemented in an automatic software tool GAROPS ANALYZER for analyzing the log files of the GAROPS simulation software and automatically creating a report of the simulation performance data in MS Excel.

All of the 8 machines are at any given time in one of 5 possible states. These states are 1: working, 2: waiting, 3: blocked, 4: tool change, and 5: under repair. For the bottleneck analysis, the status 2 and 3 (waiting and blocked) are considered inactive, whereas all other statuses are considered active. The simulation period was approximately 130 hours, of which a warming up period of 1 hour was removed. About 6,000 parts passed through the system during the simulation period.

For comparison purposes, the system is first analyzed using conventional bottleneck detection methods. As the buffer sizes are limited, the waiting time cannot be used to detect the bottleneck. Subsequently, the workload is determined by measuring the percentage of the time the machines are active. Table 2 shows the percentages of the times the machines were active. The width of the confidence interval with a confidence level of 95% is also given, where the confidence interval was calculated using a delta method.

Both machines M2 and M4 have a similar workload with 97% and 99% respectively, and the confidence intervals overlap. Subsequently it cannot be said with certainty which of the two machines is the bottleneck. A more detailed hypothesis test reveals that while M4 is probably the bottleneck, there is a not negligible 13.4% chance that M2 might be the bottleneck. The percentage of the machines being active including the confidence intervals is also shown graphically in Figure 3, with the possible bottlenecks shaded in gray.
Table 2: Conventional Bottleneck Detection Approach:
Machine Workload

<table>
<thead>
<tr>
<th>Machine</th>
<th>Percent Active</th>
<th>Confidence Interval</th>
<th>Bottleneck</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>18.82%</td>
<td>0.18%</td>
<td></td>
</tr>
<tr>
<td>M2</td>
<td>97.38%</td>
<td>1.40%</td>
<td>Possible</td>
</tr>
<tr>
<td>M3</td>
<td>55.58%</td>
<td>0.42%</td>
<td></td>
</tr>
<tr>
<td>M4</td>
<td>99.08%</td>
<td>2.68%</td>
<td>Possible</td>
</tr>
<tr>
<td>M5</td>
<td>88.36%</td>
<td>0.49%</td>
<td></td>
</tr>
<tr>
<td>M6</td>
<td>69.83%</td>
<td>0.39%</td>
<td></td>
</tr>
<tr>
<td>M7</td>
<td>80.69%</td>
<td>0.58%</td>
<td></td>
</tr>
<tr>
<td>M8</td>
<td>87.14%</td>
<td>0.60%</td>
<td></td>
</tr>
</tbody>
</table>

Figure 3: Conventional Bottleneck Detection Approach: Machine Workload

Subsequently, the conventional methods fail to reveal the bottleneck for the given simulation example. Next, the same simulation data is analyzed using the presented method of measuring the active periods. The measured average duration of the active period is shown in Table 3, including the confidence intervals. The duration of the active period of M4 is by far the largest duration of the system, and almost 90 times larger than machine M2, which was considered a potential bottleneck in the conventional analysis above.

Hypothesis testing reveals that it is by all practical accounts certain that M4 is the bottleneck, as there is only a 0.0044% likelihood of M2 being the bottleneck, or a joint probability of only 0.027% of any of the remaining 7 machines being the bottleneck. The average active duration and the related confidence intervals are also shown graphically in Figure 4. Please note that the active duration of M4 by far exceeds all other machines, and the durations for the non-bottleneck machines are so small that they do not show on the graph.

This finding was confirmed in two ways. A confirmation simulation of 300 hours duration also determined M4 to be the bottleneck, using the conventional approach of measuring the workloads of the machines. Furthermore, a structure analysis was performed on the simulation model, which also determined M4 to be the bottleneck. Subsequently it can be said that M4 is the true system bottleneck, and the presented method was able to detect the bottleneck fast and accurate.

Table 3: New Bottleneck Detection Approach: Average Duration of Active Period

<table>
<thead>
<tr>
<th>Machine</th>
<th>Active Period</th>
<th>Confidence Interval</th>
<th>Bottleneck</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>13.2</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>M2</td>
<td>168.0</td>
<td>42.0</td>
<td></td>
</tr>
<tr>
<td>M3</td>
<td>39.0</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>M4</td>
<td>14885.2</td>
<td>7376.9</td>
<td>Yes</td>
</tr>
<tr>
<td>M5</td>
<td>62.0</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>M6</td>
<td>49.0</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>M7</td>
<td>59.0</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>M8</td>
<td>65.5</td>
<td>1.4</td>
<td></td>
</tr>
</tbody>
</table>

Figure 4: New Bottleneck Detection Approach: Average Duration of Active Period

In comparison, the conventional method was unable to detect the bottleneck with sufficient accuracy. The algorithm could not determine which of two machines, M2 and M4, is the bottleneck. Subsequently, it is not certain which machine should be improved to improve the overall system performance. However, the new method has a high level of confidence in determining one machine, M4, as the bottleneck. Due to the high confidence, it is literally certain that this machine M4 is the bottleneck, and that an improvement of the performance of M4 would improve the overall system performance.

4 SUMMARY

The presented bottleneck detection method has many advantages compared to conventional bottleneck detection methods. First of all, the method is very easy to use and to implement. The method utilizes only the information contained in the standard simulation log files, describing the change in the status of the different machines with time. No knowledge is needed regarding the structure of the system or the order of the processing.

The results of the bottleneck detection method also have a high level of confidence. This means, either the bottleneck is detected with a higher accuracy compared to conventional methods, or the bottleneck is detected with a shorter simulation time compared to conventional methods.
For real systems, if the bottleneck is detected faster, it is possible to improve the throughput of the bottleneck earlier, improving the overall throughput of the system.

The method is furthermore not only limited to detect bottlenecks in a classical production machine, but can also detect bottlenecks in other supporting machines as for example AGV’s, repair teams, human operators, or supply and demand.

Overall, the method is well suited for use in industry and can be readily implemented to standard simulation tools or applied to historical data. Further research includes the modification of this method for non steady state systems in order to detect a shifting bottleneck at any given time within a system.
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