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ABSTRACT 

The United States Department of Defense (DoD) has, over 
the past several years, emphasized the need to employ simu-
lation based acquisition (SBA) in engineering and develop-
ment. Distributed simulation introduces an information as-
surance challenge and details of a simulation must be 
guarded from unauthorized access. The High Level Archi-
tecture (HLA) and its Run-Time Interface (RTI) do not de-
fine support of mandatory access controls (MACs) or discre-
tionary access controls (DACs) required to provide 
necessary protection levels. We review of some current 
MLS approaches for HLA/RTI simulations to illustrate the 
deficient Multi-Level Secure (MLS) components in HLA 
and present options for a secure HLA interface built at the 
network layer. An initial implementation of a proposed solu-
tion is presented. We discuss experimental results, limita-
tions of our implementation and future research directions. 

1 INTRODUCTION 

The successful engineering and development of highly 
complex systems depends heavily upon modeling and 
simulation. The need to conduct trade-off analyses and to 
manage risk throughout the system engineering process 
drives the creation of models and simulations at varying 
levels of abstraction. From individual components, through 
aggregation of those components in lower level systems, to 
the final ensemble, system engineers require tools of vary-
ing levels of fidelity and sophistication. This system-
oriented approach applies equally to the public and private 
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sectors – characterizing expected system performance be-
fore significant expenditure of wealth is important to both 
industry and government. 

Humans have built models and simulations for thou-
sands of years. As systems have become more complex, so 
have the tools used to build those systems. The advent of the 
digital computer, and the development of numerical methods 
to describe systems and their environments digitally, have 
brought increasing pressure to characterize systems and their 
expected performance in operational environments. The fi-
delity of individual system and environmental models has 
increased to keep pace with demand. 

The United States Department of Defense (DoD) has, 
over the past several years, emphasized the need to employ 
simulation based acquisition (SBA) in engineering and de-
velopment. SBA provides a disciplined way to improve the 
decision making process, reducing risk in acquiring in-
creasingly complex systems.  

The ubiquity of digital computers, and the communi-
cation infrastructure that connects them, has generated a 
demand to reduce or eliminate the manual exchange of in-
formation between and among models and simulations; 
“sneaker net” solutions are being replaced by technologies 
that link models and simulations within a common infra-
structure. The High Level Architecture (IEEE 2000) is an 
example of such an infrastructure, and is the focus of the 
work described in this paper. The Defense Modeling and 
Simulation Office (DMSO) has developed the High Level 
Architecture (HLA) to substantially improve software in-
teroperability of reuse among DoD simulations. HLA is 
essentially a set of rules that simulation developers use that 
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will allow for interoperability and reuse of simulations. 
The rules require an object model that describes each simu-
lation and federation (a group of simulations), describe ba-
sic levels of support for interactions between simulations, 
define federation-wide services, and specify the interface 
between the simulations and the run-time infrastructure 
(Kuhl, Weatherly, and Dahmann 2000). Interactions be-
tween simulations in a Federation Execution are controlled 
by the Run-Time Infrastructure (RTI). RTI provides simu-
lation an Application Programmers Interface (API) for 
Federation Management, Declaration Management, Object 
Management, Ownership Management, and Time Man-
agement. These are generic services designed to service a 
broad range of simulation applications. 

Several factors are causing an increase in reliance on 
distributed simulation over such networks. The diffusion of 
subject matter expertise in a given domain, short-duration 
industrial alliances to solve particular problems, and fixed 
sites for specific high-cost devices are among the factors 
that necessitate distributed simulation. Distributed simula-
tion is also required because we have recognized that if 
two or more systems are to interact on the battlefield to ac-
complish a mission, it is only logical to demonstrate this 
interaction “on the bench”. The United States Department 
of Defense is putting shape to a nascent concept known as 
Network Centric Warfare (Alberts, Garstka, and Stein 
2000). The central tenet of NCW is that information collec-
tion, processing, management, dissemination, and under-
standing is the key element of both deterrence and, when 
deterrence fails, success on the battlefield. NCW necessar-
ily leverages networks – collections of humans, sensors, 
computers, and the communication links that tie them to-
gether into an ensemble. As the NCW concept matures, the 
DoD is faced with the need to describe, in operational 
terms, the military utility that can be expected when people 
and computers are interconnected. The evaluation of mili-
tary utility is most affordably done in a distributed simula-
tion environment – amassing the individual fighting units 
necessary to conduct an objective evaluation is difficult to 
do, when those assets are already either preparing for or 
fully employed in deterrence and peacekeeping missions. 

Models and simulations can interact at varying levels 
of fidelity as systems are being developed; this interaction 
can be used to ensure functional allocations are correct and 
interfaces are properly described and implemented. Correc-
tion of deficiencies early in the system life-cycle results in 
increased performance while avoiding cost. Distributed 
simulation also offers a way to explore ways in which ex-
isting or emerging systems can better work together to ac-
complish a mission, and can be used to support develop-
ment and conduct of operator training. 

Distributed simulation introduces an information as-
surance challenge. The need to protect national security 
and proprietary interests by ensuring that the details of a 
simulation (and hence the detailed design of the simulated 
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system) are guarded from unauthorized access. In the case 
of national security interests, not only must the simulation 
be guarded, but in many cases, the stimulation and re-
sponse is classified. For proprietary interests, the govern-
ment must develop ways to encourage innovation by a 
large number of small companies and institutions while 
protecting intellectual property in a marketplace dominated 
by a few large corporations (NSTISSC 2000). 

This paper present an option for a secure HLA/RTI in-
terface built at the network layer using IPSec protocol. Sec-
tion 2 describes three examples of operational scenarios for 
secure distributed simulations. Section 3 provides and over-
view of the related work. Section 4 describes the proposed 
methodology while Section 5 provides some experimental 
results and analysis. Section 6 discusses limitations of the 
implementation and future directions for research. 

2 OPERATIONAL SCENARIOS FOR SECURE 
DISTRIBUTED SIMULATIONS 

There are important security-related performance and cryp-
tography challenges that arise when the linkages among 
models and simulations are accomplished using wide area 
networks. The practical problem is making sure that per-
formance requirements are met while satisfying national 
and commercial industrial security requirements. In par-
ticular, it is necessary to obtain adequate performance from 
the RTI while using standard Internet protocols. The issue 
is if those standard Internet protocols can be used to meet 
both national security and industrial security needs and re-
quirements. Significant benefit is obtained if public and 
private needs can be met with a single method. 

To put the practical problem in proper context, three 
operational scenarios are described. The first two scenarios 
highlight some of the national security issues associated 
with distributed modeling and simulation. These scenarios 
share a number of similarities; this is to be expected be-
cause system engineering problems are fundamental in na-
ture; they arise whenever complex systems are engineered 
and developed, regardless of the entity responsible for do-
ing the work. Differences that arise are typically driven by 
legislative or regulatory requirements. 

2.1 Distributed Development 

In this scenario, we examine the case where two or more 
industrial partners are engaged in cooperative development 
of components that will be integrated into a single system. 
For instance, one company may be developing a sensor 
that must be integrated with a command and control ele-
ment built by a different company. Responsibility for inte-
grating these components lies with a third company. The 
government has significant interest in ensuring these com-
ponents work together to accomplish a mission, and that 
they can be installed in a vehicle. All partners have equal 
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clearance and need-to-know for both the stimulation data 
set and the results of the modeling and simulation effort. 
Because this is a development effort, they also have a need 
to exchange large volumes of data, including voice and 
video. These partners have a business relationship for this 
project only; in other development projects, they are head-
to-head competitors. For business reasons, the partners 
have elected not to collocate; they desire to interconnect 
their development environments for the purpose of com-
pleting this single development effort.  

To execute their contractual obligations, and to com-
ply with U. S. Department of Defense directives, instruc-
tions, and regulations, the industrial partners must comply 
with physical and information assurance requirements. 
Physical security requirements demand strict and verifiable 
access control, and involve, among other things, locks, 
alarms, and physical inspections. Information assurance is 
typically provided by National Security Agency (NSA)-
developed and produced communications security 
(COMSEC) equipment, though commercially produced 
COMSEC equipment is available for use with NSA-
developed keying material. 

2.2 Distributed Test and Evaluation 

In this scenario, the government is interconnecting systems 
in a distributed modeling and simulation environment for 
the purpose of characterizing the performance of the en-
semble in a simulated operational environment. Each of the 
systems in the ensemble was acquired from different indus-
trial partners, at different times, and to different interface 
standards. The modeling and simulation environment must 
be distributed because of the large fixed sites that support 
the effort. In some cases, there are hardware-in-the-loop 
simulations that cannot be moved. Additionally, significant 
cost can be avoided by precluding the need for collocation 
of people to support the work. 

Because the systems involved in this distributed simu-
lation are operating at different levels of classification, not 
only must the stimulation and response information be 
classified, provisions must be made to protect information 
at higher levels of classification from being inadvertently 
divulged at lower levels of access. It is also important, 
within a single classification level, to restrict the flow of 
information only to those who have a need to know. As 
with the distributed development scenario, separate equip-
ment is used to provide communications security. 

As with the distributed development scenario, signifi-
cant information related to the evaluation must be ex-
changed among participating sites, so bandwidth must be 
allocated to this additional traffic. 
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2.3 Commercial Industrial Security 

As discussed earlier, the fundamental issues discussed here 
are the same as the national security case. The differences 
lie primarily in the cryptography used to implement infor-
mation assurance requirements. Commercial users could be 
expected to use IPSec, perhaps as implemented in Micro-
soft® Windows® 2000 Server and Microsoft® Windows® 
2000 Professional, to meet this requirement. 

In this scenario, participants are interested in maintain-
ing the confidentiality of their models and simulations. The 
detailed design of each company’s product is a trade secret 
that must be protected from competitors. To demonstrate 
compatibility and interoperability, participants must en-
gage in distributed simulation activities. To protect their 
trade secrets, they want to carefully restrict the amount of 
information divulged to other participants. The information 
assurance method used must support this selective release 
of information. 

3 OVERVIEW OF APPROACHES FOR  
SECURE SIMULATION WITH HLA 

HLA is a framework to combine simulations into a logical 
grouping, called a federation. Each partner in a federation is 
called a federate. Federations are typically implemented at a 
system high classification. Due to operational requirements, 
federations need to exchange data between unclassified and 
classified security boundaries, i.e. users need to be able to run 
federations that use information from many different sources. 
Classification is not the only concern, need-to-know and re-
leasibility are additional factors that require consideration. 

Two approaches are reviewed, one by Filsinger and 
Lubbes (1996) and the other one Bieber et. al (1998). 
Filsinger and Lubbes discuss the security requirements that 
distributed simulations, and HLA in particular, need to ad-
dress. Their work outlines the security requirements, de-
scribes a system security concept for HLA, and describe 
current and future implementations. This work was sum-
marized and augmented in Ozdemir paper  (Ozdemir 
1997). Bieber et al. examine the ONERA/CERT imple-
mentation of HLA/RTI that builds a secure sub-layer for 
RTI. Though the CERT approach does not address many of 
the MLS layers, it does deal with confidentiality of federa-
tion objects and properties and provides insight into poten-
tial implementation problems. 

3.1 Filsinger and Lubbes Approach 

According to the Defense Information System Security 
Program (DISSP) Goal Security Architecture, DoD infor-
mation systems must be protected to: allow commercial 
carrier connectivity, allow distributed processing among 
multiple hosts, support multiple security policies governing 
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unclassified and classified data, and support varied security 
protections. 

These requirement require HLA to support: Federa-
tions operating at a range of security levels, simulations 
within federations operating at different security levels, 
transfer of object attribute responsibility among simula-
tions operating at different classifications, confidentiality, 
integrity, and need-to-know policies, and reuse of simula-
tions at different security levels. 

The Ozdemir paper (Ozdemir 1997) summarizes the 
guidelines for adherence to the HLA requirements: 

 
• HLA architecture must allow processing of MLS 

data among federates with users that do not have 
all the appropriate security clearances. 

• Information must be prevented from leaking from 
high level of security to low level. 

• HLA architecture will have to support processes 
that are capable of protecting information within a 
security classification and support processes that 
can be trusted to downgrade (sanitize) data. 

• HLA must support security mechanism to allow 
object ownership and object attributes to be safely 
read or updated by any simulation with a federa-
tion. 

• The implemented architecture must support en-
forcement of mandatory confidentiality, integrity, 
and need-to-know policies. 

• Simulations must be reusable at different security 
levels at different times in different federations. 

 
To support these principles, Filsinger and Lubbes pro-

posed the following solutions: single security level, multi-
ple single security levels with security guards and trusted 
agents, and a multiple MLS security domains. 

Filsinger and Lubbes (1996) presented the single secu-
rity level solutions to illustrate how HLA/RTI implementa-
tions currently work. There is a single security domain op-
erating at a single classification in a system-high mode. 
This clearly does not support multiple security principles 
or domains or different classification levels. This example 
provides evidence that further work is needed to meet the 
aforementioned HLA guidelines. 

The second example multiple security domains ac-
commodates multiple security domains. Each security do-
main is described by a different security policy describing 
classification, releasibility, and/or need-to-know restric-
tions. Guards and trusted agents are used to provide inter-
domain security communications. Guards have the capabil-
ity to downgrade the classification of data without human 
review. To allow the guards to sanitize data, the data must 
be well structured and sanitization rules well-defined. 
Trusted agents create trusted channels between security 
domains. Trusted agents direct individual RTI requests to 
send data to the correct guard for that security domain. 
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Trusted agents interface only with individual RTIs and 
have no mechanism to restrict data flow. 

This second example requires that all communications 
between RTIs that are transmitted over an open network 
employ the proper cryptographic protections. 

The third example that Filsinger and Lubbes present 
utilizes multiple security domains with federates hosted on 
MLS hosts. The primary difference between this imple-
mentation and the previous example is the requirement for 
all hosts to be MLS hosts and the use of distributed RTI 
implementation that supports MLS. 

3.2 Bieber et al. Approach 

This example is based on the work published by the 
ONERA/CERT team (Bieber et al. 1998), based on the 
ONERA/CERT implementation of RTI. The example ana-
lyzes the security threats to ONERA/CERT’s RTI imple-
mentation. Its focus is application of security to HLA RTI 
in a commercial sense and deals with confidentiality of 
technology. 

The publication first describes the ONERA/CERT im-
plementation. The implementation divides RTI into 2 parts, 
the RTI Ambassador (RTIA) and the RTIG. Each federate 
interacts with a local RTIA through the libRTI library. The 
RTIA processes exchange messages over a network with 
the RTIG process. The RTIG is outside of each federate. 
Only one RTIG process is used by all federations. 

The example describes three kinds of interactions be-
tween the federate processes: 

 
• Local libRTI calls between the federate and the 

RTIA to request service, 
• Communications between RTIA processes on the 

same host, and 
• Communications between RTIA and RTIG for in-

ter-host processes. 
 
The example continues to describe the security objec-

tives of a security-aware HLA/RTI. The security-aware 
HLA/RTI implementation is responsible for distributing 
properly the values of sensitive federate object properties. 
The paper emphasizes that before the security objectives 
can be described, first the threats to the sensitive federate 
object properties must be understood. 

The ONERA/CERT team identified 3 potential threats 
to its RTI implementation: 

 
• Communications between local RTIA processes 

and the RTIG, 
• Leak of sensitive object properties via supported 

RTI processes, i.e. broadcasting too widely the 
values of the sensitive object properties, and 

• Direct request of sensitive object properties by 
unauthorized, but supported, federate processes. 
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The security objectives are designed to address the 
above suspect channels. To address the first channel, 
communications between RTIA and RTIG need to be pro-
tected from other components. For the second channel, the 
RTI processes need to protect sensitive from unauthorized 
federates. The third channel requires all federate informa-
tion be isolated from other untrusted federates. 

To apply the security objectives the ONERA/CERT 
leverage the security principles provided by the Security 
Assurance in Distributed Applications (SAIDA). SAIDA’s 
main assumption is that no multi-level operating system is 
available for use, thus other means are required to enforce 
isolation. 

To address the first concern (network isolation), a se-
cure association between the federate, the RTIA, and the 
RTIG is required. These secure associations require a 
cryptographic solution. 

The second objective (isolation with the RTI) requires 
a security filter between the RTI and RTIG. This requires a 
combined federation. A combined federation is made of 
several federations linked by an inter-federation gateway.  
In addition each federation object model must be extended 
with security attributes. The security attributes are used to 
associate each class, attribute, and federate with a security 
domain. RTI will need to be extended to filter messages 
based on the security domains. For example, based on 
HLA rules, the federates that subscribe to object properties 
are required to be notified of changes. The filter would 
prevent the subscription, if the security domains of the ob-
ject and requestor were not complimentary. 

The third objective could be accomplished by requiring 
that federates in the same security domain be hosted by the 
same machine. In addition the network that handles inter-host 
RTI communications needs to be dedicated to the simulation. 

The ONERA/CERT implementation uses a trusted 
third party (TTP). The TTP operates a shared LAN where 
companies are free to connect machines hosting their fed-
erates. Each machine is allowed to host federates from only 
one company. All communications between company ma-
chines are mediated and authorized by the RTIG. 

The example requires extensions to RTI services to 
add security domain filters for publication and subscription 
services (PublishObjectClass, PublishInteractionClass, 
SubscribeObjectClass, SubscribeInteractionClass). Theses 
messages are erased whenever the seucirty domain of the 
requing federate does not dominate and is not equal to the 
security value of the requested class. As the RTIG trans-
mits the UpdateAttributeValue messages only to author-
ized subscribers, a federate from another company will 
never receive ReflectAttributeValue messages. 

To ensure the confidentiality of communications be-
tween RTIA and RTIG, the example relies on the  Secure 
Media Access Control (SMAC) protocol. 
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4 PROPOSED APPROACH 

Enabling technologies are emerging rapidly. Increases in 
computational capacity continue unabated. Public and pri-
vate institutions are investing to provide the communica-
tions bandwidth and protocols necessary to support distrib-
uted simulation. The protocols of interest in this problem 
area include the IP Security Protocol (IPSec) effort con-
ducted on behalf of the Internet Engineering Task Force 
(IETF). The cryptographic community is advancing the 
state of the art in the strong encryption algorithms that will 
be necessary to provide the required level of information 
assurance. Recent developments include the efforts by the 
U. S. National Institute of Standards and Technology 
(NIST) to select the Advanced Encryption Standard (AES). 
Understanding the security issues that arise in a distributed 
simulation environment is important. We are interested to 
know if existing and emerging network layer security 
mechanisms will support distributed simulation. To inves-
tigate this problem, we examine a simple distributed simu-
lation environment. 

The goal of our approach is the same as those pre-
sented by the provided examples: 

 
• Support for common carrier communications sys-

tems. 
• Compliance with the HLA rules. 
• Minimal modifications to federation object mod-

els and RTI. 
• Support for standard security principles, confiden-

tiality, integrity, and need-to-know principles. 
 
The alternative approach investigated in this paper is 

to implement RTI over Internet Protocol Security (IPSec). 
IPSec can interoperate with both IPv4 and IPv6. IPsec in 
conjunction with an innovative approach to public key in-
frastructure (PKI) could provide the basis for a secure im-
plementation of HLA/RTI. 

The PKI architecture could have 3 roots, 1 for Top Se-
cret, 1 for Secret, and 1 for Unclassified. Need-to-
requirements could be provided by implementing sub-
domains for the top-level domains. 

4.1 IPSec Protocol 

IPSec provides data privacy, integrity, and authenticity for 
network traffic. Additionally IPSec has the ability to pro-
tect against anti-replay attacks. IPSec provides the height-
ened security for client-server, server-server, and client-
client communications (Kent and Atkinson 1998). 

IPSec provides security services at the IP layer by al-
lowing hosts a mechanism for negotiating security proto-
cols, cryptographic algorithms, and associated crypto-
graphic keys. Once the security services are negotiated by 
a pair of hosts, the services can provide authentication, re-
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play protection, data integrity, and confidentiality to higher 
level protocols, including the Transmission Control Proto-
col (TCP) and User Datagram Protocol (UDP). 

To implement IPSec on a client or a server, an admin-
istrator must create and apply an IPSec policy to both the 
client and the server. As packets are processed for inbound 
or outbound connections, the IPSec driver compares IPSec 
policy against the packets. If the IPSec driver finds a 
match, it applies the appropriate actions. These actions in-
clude initiating key exchange, signing, or encrypting pack-
ets. The policy may also do nothing, depending on whether 
IPSec is required or only attempted (Microsoft 2000). 

IPSec uses an on-demand security negotiation and key 
management service defined as Internet Key Exchange 
(IKE). IKE supports three standards-based authentication 
methods to establish the connection between computers: 
Kerberos, public key, and shared key. Once the computers 
have authenticated to each other, they generate bulk en-
cryption keys to encrypt application data packets. 

4.2 IPSec and RTI 

IPSec can easily provide RTI with confidentiality. By host-
ing the RTI on an IPSec machine with a policy that re-
quires IPSec, third party hosts cannot intercept and decode 
data protected by IPSec. 

Thus, for Filsinger examples, the required crypto-
graphic devices can be replaced by a proper IPSec imple-
mentation. The ONERA/CERT example used Secure Me-
dia Access Control (SMAC), which would also be 
redundant, if IPSec was implemented. 

IPSec could be the basis for stronger security measures 
than simply encryption between participating RTI hosts. 
Consider combining IPSec with a Public Key Infrastruc-
ture. Start with 3 Certificate Authorities (CAs) for Unclas-
sified, Secret, and Top Secret security domain. The Certifi-
cate authorities are arranged hierarchically with the 
Unclassified CA at the root level. The Secret CA would be 
subordinate to the Unclassified CA, and likewise the Top 
Secret CA would be subordinate to the Secret CA. 

Because there are separate CAs, there can be separate 
certificate policies. The certificate policy for the Unclassi-
fied CA would allow hosts with certificates from the Un-
classified, Secret, or Top Secret CAs to establish IPSec 
connections to Unclassified hosts. This would allow feder-
ates hosted in any domain to request information from Un-
classified hosts. Similarly Top Secret hosts could request 
information from Secret hosts. Top Secret CA would have 
a policy that would deny requests from hosts that didn’t 
have certificates from the Top Secret CA. 

This hierarchical CA approach supplies a simple in-
dustry standard approach to providing security domains 
without specialized hardware. As discussed in Section 3, 
this approach could be extended to support need-to-know 
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requirements by establishing additional subordinate CAs at 
the under the appropriate CA. 

To fully support multi-level secure principles, security 
extensions to RTI and federate object models are required 
to allow federates with multiple security levels of data to 
provide the data to other objects. 

First the federate object model (FOM) would need to 
provide a mechanism for requesting and storing private 
keys. Based on the data security requirements, the object 
would need to request a private key from the appropriate 
CA. Since the federate object models generally have a hi-
erarchical structure, a private key would need to be sup-
ported at each level. Additionally the FOM would need to 
support Access Control Lists (ACLs) that enable the feder-
ate and RTI to allow or deny access based on the provided 
authentication information, provided via the private/public 
key implementation. 

Consider as an example an object model used in an air 
traffic control simulation. The simulation would have a ge-
neric object for aircraft. This object would request an un-
classified certificate for its location. This generic aircraft 
object would be used to create an object for a fighter air-
craft. The fighter aircraft would have a private key for its 
location proprieties. In addition the fighter would have a 
weapons property. The weapons property would not be 
generally available and would require a separate private 
key, insure by a different CA. When an air traffic control-
ler with a certificate from an unclassified CA attempts to 
access the fighter’s location, the controller would be 
granted access. If the same controller attempted to query 
the fighter’s weapon load, the request would be denied. 

The federation object model would need to be ex-
tended to support storing a private key with each object in-
stance. This request for the key would be done at object in-
stantiation via an extension to RTI. 

Currently federation processes follow this order: 
 
• A simulation executes the federation execution 

creation to create the federation. 
• Interested simulations join the federation. 
• Simulations publish their object classes. 
• Simulations subscribe to published objects 

classes. 
• RTI informs publishers of necessity to provide ob-

ject updates. 
• Simulations will instantiate an object. 
• Simulations update attribute values. 
• RTI forwards updated values to subscribed simu-

lations. 
• In a multi-level secure environment, this creates 

several problems:  
 

− Not all simulations should be able to join all 
federations. 
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− All simulations should not be able to sub-
scribe to all published object classes. 

 
Transfer of ownership management needs to be re-

stricted to only authorized users but it is not an issue be-
cause only subscribed objects can assume ownership. The 
following is needed too ensure data is afforded the correct 
handling instructions: 

 
• Communications between simulations and the 

RTI need to be protected at a level commensurate 
with the security level of the data. 

• Requests for data require a check of the requester 
against the data. 

5 EXPERIMENTAL RESULTS 

An initial investigation was conducted to verify that the 
current implementation of RTI would support the addi-
tional security provided by IPSec. This section does not at-
tempt to demonstrate all the ideas described in the alterna-
tive approach, but simply attempts to demonstrate that RTI 
can natively support IPSec and attempts to measure the 
performance impact of IPSec on RTI. 

To demonstrate that the current version of RTI sup-
ports an IPSec implementation without modification, a 
demonstration environment was constructed based on the 
IPSEC abilities built into the Windows2000 operating sys-
tem. Two Windows2000 hosts, one server and one work-
station, were configured with the available RTI implemen-
tation for 32-bit Windows. The server ran the RTIExec 
process and the workstation ran the sample RTI Hel-
loworld federate, as shown in Figure 1. 

 

100 Mbps Ethernet

Windows 2000 Server Windows2000 Pro

RTIExec HelloWorld
Federate

 

Figure 1: Network Configuration 
 
A custom Windows2000 IPSec policy was created to 

demonstrate IPSec in Windows2000 and for the remaining 
tests. The steps outlined in the Step-by-Step Guide to Inter-
net Protocol Security (IPSec) were followed to create a 
policy for the workstation and server. IPSec used the de-
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fault Internet Key Exchange (IKE) method of Kerberos v5 
authentication. 

An IPSec policy called Partner policy was created on 
each machine. The policy used a custom filter, Partner Fil-
ter, and custom action, Partner Action, as part of the pol-
icy. A similar IPSec policy was created on the workstation 
to request security between the workstation and the server. 
This policy did not apply to the initial broadcast from the 
workstation to discover the RTIExec host, but applied to 
all subsequent communications, based on the rule. 

Initially several tests were conducted to examine the 
network traffic caused by simply running the Hel-
loWorld federate. The tests were conducted by executing 
the HelloWorld federate with an initial population of 
100 and executing for 10 ticks. 

Network traffic measurements were made with Micro-
soft’s Network Monitor application. Number of packets 
captured and duration of the execution were collected. The 
numbers of packets represented the number of packets that 
were either broadcasts from the client workstation or pack-
ets sent between the server and the workstation. This was 
measured by starting the network capture, executing the 
federate, and stopping the capture. The filter was then ap-
plied to remove superfluous packets. The duration was 
measured as the time difference between the time of the 
initial broadcast from the client to locate the RTIExec and 
the final packet of the capture. 

A sequence of tests was conducted with different 
number of federates and two machines shown in Figure 1. 
In addition, limited tests with more machines were con-
ducted in preparation for more extensive experiments. 

Table 1 provides simulation times for separate and si-
multaneous execution of federates, with or without IPSec 
on two machines. Each machine (Moltar and Arlel) had 
four federates running. 

 
Table 1: Simulation Execution Times (in Seconds) 

Federate 1 2 3 4 
Normal 47.592 53.249 54.120 54.621 Separ. 
IPSec 47.642 54.190 55.943 56.413 
Normal 148.453 170.551 173.841 175.843 

M 
o 
l 
t 
a 
r 
Simult. 

IPSec 162.901 185.686 188.865 190.397 
Normal 106.729 117.382 120.286 120.306 Separ. 
IPSec 108.661 120.446 121.748 122.139 
Normal 175.207 175.933 176.764 176.815 

A 
r 
l 
e 
r Simult. 

IPSec 188.835 189.496 189.666 189.771 
 
Figure 2 provides a comparison of simulations times 

from Table 1 for eight federates (four on each machine) 
running separately. The increase of simulation duration due 
to use of IPSec is below ten percent. 
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Figure 2: Simulation Times for Separate Federates 
 
Figure 3 provides a comparison of simulations times 

for eight federates (four on each machine) running simul-
taneously. The increase of simulation duration is also be-
low ten percent. 
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Figure 3: Simulation Times for Simultaneous Federates 

5.1 Limitations of IPSEC for RTI 

IPSec does not ensure the security of the host implementing 
IPSec. If proper physical security is not implemented, any-
one with direct access could gain control of the machine. 
Once control of the machine is achieved, IPSec could be 
disabled or the authentication and encryption key could be 
stolen to allow 3rd parties to decrypt and access the data. 

IPSec relies on the external authentication and encryp-
tion protocols. IPSec itself is a mechanism to negotiate secu-
rity protocols. Any flaws in the negotiated protocol could be 
exploited to reduce the security provided by IPSec. 

IPSec is going to have direct performance effects on 
simulations. Federate hosts are already burdened by the 
base operating system, networking stack, and federate exe-
cution itself, now is also going to be responsible for en-
cryption prior to transmitting the data. Initial results with 
the HelloWorld federate showed a less than 10% increase 
in execution time. Results did show an increased impact as 
the size of the HelloWorld federate was increased. 
825
IPSec is implemented using host level authentication 
and encryption. If an machine hosted multiple federates at 
different classification levels, the current implementation 
would not allow IPSec to be used to block communications 
between an higher level federate on one machine and a 
lower level federate on another, if that machine also had a 
federate that was of equal level to the first. 

6 CONCLUSION 

IPSec provides significant flexibility. In particular, it does 
not stipulate the authentication algorithms used in the IP 
Authentication Header (AH) protocol or the encryption and 
authentication algorithms used in the Encapsulating Secu-
rity Payload (ESP) protocol. Microsoft® Windows® 2000 
Server and Microsoft® Windows® 2000 Professional im-
plements IPSec using DES for international use and 3DES 
for use in North America. Performance data should be ob-
tained using a different encryption algorithm, such as the 
Advanced Encryption Standard, so that data can be com-
pared with that obtained using 3DES. 

The United States Government has stated, as policy, a 
preference to move away from traditional NSA-developed 
and produced COMSEC equipment and toward Commer-
cial off-the-shelf (COTS) information assurance products 
(NSTISSC 2000). Effective on 1 January 2001, preference 
was given to COTS products that had been evaluated and 
validated to be compliant with appropriate national secu-
rity requirements. Based on this direction, it is reasonable 
to assume that the marketplace will respond by offering 
COTS products that meet these requirements, and it is rea-
sonable to assume that products that meet these stringent 
requirements would be preferred by the commercial sector. 
This action will blur the distinctions drawn in the opera-
tional scenarios above, by eliminating the NSA equipment 
and keying material. 

The provided implementation only addresses the fea-
sibility of using IPSec to provide security for RTI imple-
mentations. The questions raised in this paper provide am-
ple areas of research. The immediate question that affects 
this project is support of multiple federates, specifically the 
HelloWorld federate, hosted by multiple Windows2000 
machines and other machines. Second question is what is 
the effect of having multiple hosts implementing IPSec 
communicating with an RTIExec that supports IPSec. Me-
dium range studies would include how to integrate a PKI 
solution into an RTI/IPSec implementation. This study 
should identify necessary RTI or FOM extensions to lever-
age the PKI solution. Longer-term studies would investi-
gate having user certificate be used with IPSec and the im-
pact of multiple different user federates hosted relying on 
IPSec on performance of a simulation. Another longer-
term study could investigate a more intuitive approach to 
addressing need-to-know requirements. 
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