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ABSTRACT

Variance is a classical measure of a point estimator’s sampling error. In steady-state simulation experiments, many estimators of this variance—or its square root, the standard error—depend upon batching the output data. In practice, the optimal batch size is unknown because it depends upon unknown statistical properties of the simulation output data. When optimal batch size is estimated, the batch size used is random. Therefore, robustness to estimated batch size is a desirable property for a standard-error estimation method.

We consider only point estimators that are a sample mean of steady-state data and consider only mean squared error (mse) as the criterion for comparing standard-error estimation methods. Like previous authors, we measure robustness as a second derivative. We argue that a previous measure—the second derivative of mse with respect to estimated batch size—is conceptually flawed. We propose a new measure, the second derivative of the mse with respect to the estimated center of gravity of the non-negative autocorrelations of the output process. With the previous robustness measure, optimal mse and robustness yielded different rankings of estimation methods. A property of the new robustness measure is that both criteria yield identical rankings.

1 BACKGROUND

We consider simulation experiments that produce steady-state output data \( Y_1, Y_2, \ldots, Y_n \) and estimate the process mean \( E(Y) \) with the sample mean

\[
\hat{Y} = \frac{1}{n} \sum_{i=1}^{n} Y_i
\]

which has variance

\[
\text{Var}(\hat{Y}) = \frac{\text{Var}(Y_i)}{n} [1 + 2 \sum_{h=1}^{n} (1 - \frac{h}{n}) \rho_h],
\]

where \( \text{Var}(Y_i) \) is the common variance of individual observations and \( \rho_h = \text{corr}(Y_i, Y_{i+h}) \) is the autocorrelation at lag \( h \), for \( h = 1, 2, \ldots \).

As is typical in analyzing steady-state simulation experiments, we assume that variance \( \text{Var}(Y_i) \) and autocorrelations \( \rho_h \) are unknown. Therefore, using only the output data \( Y_1, Y_2, \ldots, Y_n \), the variance \( \text{Var}(\hat{Y}) \) must be estimated. We denote the generic estimator by \( \hat{V}(\hat{Y}) \). (The square root of \( \hat{V}(\hat{Y}) \) is then an estimator of the standard error.)

Several approaches to estimating \( \text{Var}(\hat{Y}) \) are based on grouping the output data into batches of size \( m \). We consider here non-overlapping batch means (NBM) estimator (Conway et al. 1959), the standardized-time-series area (STS-area) estimator (Schruben 1983), overlapping batch means (OBM) estimator (Meketon and Schmeiser 1984), and partially overlapping batches (50% OBM, 67% OBM, 75% OBM, and 80% OBM) estimators (Welch 1987). We also consider two linear combinations of NBM and STS-area: Schruben’s original, with weights that minimize variance, and our variation, with weights that minimize mse. These estimators can be computed in \( O(n) \) time. Song and Schmeiser (1993) discuss these and other batching estimators, including studying their properties via graphical analysis of their quadratic forms.

A fundamental issue is how to choose the batch size, \( m \), as a function of the (known) run length \( n \), the (known) type of estimator, and the (unknown) variance and autocorrelations of the steady-state output process.

Classically, a good batch size has been one that produced good confidence intervals. “Good” in this sense refers to the coverage probabilities and the distribution of interval length, often condensed to the probability of covering the mean and the expected half length. Fishman (1978) doubled NBM batch sizes until the batch means passed a test of independence, an approach that implicitly focuses on the probability of covering the mean. Schmeiser (1982) compared asymptotic coverage probabilities and mean and variance of the half length as a function of number of non-overlapping batches. Schruben (1983) and Goldsman and
Schruben (1984) assumed that different methods would use the same batch sizes in arguing that STS estimators provided more degrees of freedom (that is, smaller variance) than NBM. More recently, Chen and Kelton (2000), Fishman (1996, Sections 6.10–6.11) and Steiger and Wilson (2000) develop procedures for determining an appropriate number of NBM batches and appropriate batch size to obtain good confidence-interval performance.

2 MSE-OPTIMAL BATCH SIZES

An alternative to pursuing good confidence-interval performance is to define a good batch size to be one that produces a small mse for the estimator of the variance of the sample mean, $\hat{\tau}(Y)$. “Good” in this sense means having a small bias and a small variance, as balanced in the well-known asymptotic equation

$$\text{mse}[\hat{\tau}(Y), \text{Var}(\hat{\tau})] = \text{bias}^2[\hat{\tau}(Y), \text{Var}(\hat{\tau})] + \text{Var}[\hat{\tau}(Y)].$$

Goldsman and Meketon (1986), who first used mse to result bias and a small variance, as balanced in the well-known asymptotic equation

$$\text{mse}[\hat{\tau}(Y), \text{Var}(\hat{\tau})] \approx \text{Var}(\hat{\tau})(c_b^2 \gamma_0^2 + mc_v \gamma_0^2),$$

where $\gamma_0 = 1 + 2 \sum_{h=1}^{\infty} \rho_h$ and $\gamma_1 = 2 \sum_{h=1}^{\infty} h \rho_h$.

For sample size $n$, estimator-type constants ($c_b, c_v$), and output-process constants ($\gamma_1, \gamma_0$), the asymptotic mse is minimized by

$$m^* \approx [2n (c_b^2) (\frac{\gamma_1}{\gamma_0})^2]^{1/3} + 1,$$

the asymptotic mse-optimal batch size.

The mse-optimal batch size, $m^*$, depends upon the type of estimator only through the ratio $c_b^2/c_v$; comparisons among types of estimators should reflect the different ratios.

The mse-optimal batch size, $m^*$, depends upon the output process only through the ratio $\tau \equiv \gamma_1/\gamma_0$; comparisons based upon various output processes should reflect a range of ratios. We refer to the ratio $\tau$ as the output process’s center of gravity because

$$\frac{\gamma_1}{\gamma_0} = \frac{2 \sum_{h=1}^{\infty} h \rho_h}{1 + 2 \sum_{h=1}^{\infty} \rho_h} = \frac{\sum_{h=-\infty}^{\infty} |h| \rho_h}{\sum_{h=-\infty}^{\infty} \rho_h}$$

is the process lag at which the torque of the positive-lag autocorrelations is zero. Different autocorrelograms can yield the same value of $\tau$ and therefore the same optimal batch size.

### Table 1: Properties of various batching estimators

<table>
<thead>
<tr>
<th>Estimator</th>
<th>Property</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>bias ($c_b$)</td>
</tr>
<tr>
<td>OBM</td>
<td>1</td>
</tr>
<tr>
<td>80% OBM</td>
<td>1</td>
</tr>
<tr>
<td>75% OBM</td>
<td>1</td>
</tr>
<tr>
<td>67% OBM</td>
<td>1</td>
</tr>
<tr>
<td>50% OBM</td>
<td>1</td>
</tr>
<tr>
<td>LC-mse</td>
<td>5/3</td>
</tr>
<tr>
<td>NBM</td>
<td>1</td>
</tr>
<tr>
<td>LC-var</td>
<td>2</td>
</tr>
<tr>
<td>STS-area</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 1 is similar to tables in Goldsman and Meketon (1986), Song (1988), and Song and Schmeiser (1995) in comparing estimator types based on mse-optimal performance. For each estimator type, the table columns contain, respectively, the bias constant, the variance constant, the mse-optimal batch size, and the minimal mse. The latter two are scaled, ignoring the effects of the sample size $n$, the center of gravity $\tau$ and the output variance Var($\hat{\tau}$).

As is known, of these estimator types the minimal asymptotic mse is obtained with OBM, with complete overlapping being best. The equal-weight linear combination of NBM and STS-area, denoted by LC-var because it minimizes asymptotic variance, reverses the bias and variance constants of NBM and yields the identical optimal mse.

One estimator in the table, shown just before NBM, is new. This estimator, denoted by LC-mse, is a second linear combination of NBM and STS-area, but now using mse-optimal weights rather than Schruben’s variance-optimal weights. In particular, the new estimator weights NBM by 2/3 and STS-area by 1/3; the mse improvement is about 5%.

3 ROBUSTNESS TO ESTIMATION ERROR

The asymptotic mse-optimal batch size, $m^*$, would be known approximately if the center of gravity $\tau$ were known. Because it is unknown, estimators that depend upon mse-optimal batch size need to estimate $\tau$. Song (1996) estimates $\tau$ directly via estimates of many autocorrelations $\rho_h$. Pedrosa (1994) estimates $\tau$ within his 1-2-1 OBM estimator of Var($\hat{\tau}$). However obtained, the estimator $\hat{\tau}$ is substituted into the mse-optimal batch-size formula to obtain an estimator $\hat{m}^*$ of $m^*$.

In comparing types of estimators, Song (1988) and Song and Schmeiser (1995) recognized that robustness to batch-size error, $\hat{m}^* - m^*$, is an important property. They
measured robustness by the second derivative

\[
\frac{\partial^2 \text{mse}[\bar{V}(\bar{Y}), \text{Var}(\bar{Y})]}{\partial \hat{m}^2} \bigg|_{\hat{m} = m^*} \approx \frac{3 \text{Var}^2(Y_i) (\nu_0^0 c_b^4)^{1/3}}{(2 \gamma_1^1 n^{10} c_v^2)^{1/3}},
\]

which for constant values of sample size \( n \), center of gravity \( \tau \) and observation variance \( \text{Var}(Y_i) \) is proportional to \( c_b^{2/3} c_v^{4/3} \).

We argue that the robustness measure is flawed. The idea of using the second derivative is fine, being both intuitive and traditional. Evaluating the second derivative at \( m^* \), whose effect easily is traced to its effect on \( \bar{m}^* \), whose effect is measured via \( \text{mse}[\bar{V}(\bar{Y}), \text{Var}(\bar{Y})] \). Therefore, we suggest that a more-appropriate robustness measure is

\[
\frac{\partial^2 \text{mse}[\bar{V}(\bar{Y}), \text{Var}(\bar{Y})]}{\partial \bar{\tau}^2} \bigg|_{\bar{\tau} = \tau} \approx \frac{4 \text{Var}^2(Y_i) (2 \gamma_1^{10} c_b^2 c_v^2)^{1/3}}{3 (n^8 \gamma_1^4)^{1/3}}.
\]

The derivation is straightforward. The estimated mse-optimal batch size is

\[
\hat{m}^* \approx \left[ 2 \frac{n \gamma_1^0}{c_v^2} (\bar{\tau}^2)^{1/3} + 1, \right.
\]

where \( \bar{\tau} \) is the estimated center of gravity. For tractability, ignore the additive constant 1, which is important only when autocorrelations are negligible. Substitute \( \hat{m}^* \) for \( m \) into the equation for \( \text{mse}[\bar{V}(\bar{Y}), \text{Var}(\bar{Y})] \) so that the mse is a function of \( \bar{\tau} \). Take the second derivative of the resulting mse equation with respect to \( \bar{\tau} \). Evaluate the second derivative at \( \bar{\tau} = \gamma_1/\gamma_0 \) to obtain the new robustness measure.

For fixed run length \( n \) and output-process constants \( \gamma_0 \), \( \gamma_1 \) and \( \text{Var}(Y_i) \), the new robustness measure is proportional to \( c_b^{2/3} c_v^{4/3} \). Also, the new measure is proportional to the optimal mse, as shown in Table 1.

Table 2, whose structure is similar to Table 1, shows the new and previous robustness measures for each type of estimator. For all batch-means estimators, the new robustness measure is smaller than the previous measure. For the STS-area estimator, the new robustness measure is more than two and half times larger than the previous measure. The new measure is also larger for both linear-combination estimators.

### Table 2: Robustness of some batching estimators

<table>
<thead>
<tr>
<th>Estimator</th>
<th>Robustness</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>previous measure</td>
</tr>
<tr>
<td></td>
<td>( c_b^{2/3} c_v^{4/3} )</td>
</tr>
<tr>
<td>OBM</td>
<td>1.47</td>
</tr>
<tr>
<td>80% OBM</td>
<td>1.51</td>
</tr>
<tr>
<td>75% OBM</td>
<td>1.53</td>
</tr>
<tr>
<td>67% OBM</td>
<td>1.58</td>
</tr>
<tr>
<td>50% OBM</td>
<td>1.72</td>
</tr>
<tr>
<td>LC-mse</td>
<td>0.82</td>
</tr>
<tr>
<td>NBM</td>
<td>2.52</td>
</tr>
<tr>
<td>LC-var</td>
<td>0.63</td>
</tr>
<tr>
<td>STS-area</td>
<td>1.21</td>
</tr>
</tbody>
</table>

The ratio of the new measure to the previous measure is \( c_b^{2/3} c_v^{4/3} \). Therefore the decrease for the batch-means estimators, which have \( c_b = 1 \), is due only to the variance constant. The increase in STS-area is due to its large bias constant, \( c_b = 3 \).

The new robustness measure favors OBM in that OBM is now optimal in terms of both mse and mse robustness. As was previously known, partial overlapping provides a good alternative to OBM, with fifty-percent overlapping having only an 8% mse penalty. The mse penalty for using NBM rather than OBM is 31%.

The results of Table 2 indicate that one should use as much overlapping as is possible. Complete overlapping is not always possible, such as with dynamic batch means (Yeh 1999). When no overlapping is possible, the new estimator LC-mse is asymptotically mse-optimal.

### 4 CONCLUSIONS

We consider estimating the variance of the sample mean of observations from a steady-state simulation experiment, with emphasis on comparing types of estimators based on mse. Five conclusions arise.

First, we conclude that robustness to batch-size error should not be measured as the second derivative with respect to estimated batch size.

Second, we conclude that robustness to batch-size error should be measured as the second derivative with respect to the estimated center of gravity of the output process.

Third, we propose an mse-optimal linear combination of NBM and STS-area estimators, analogous to Schruben’s variance-optimal linear combination.

Fourth, we show that, for each type of batching estimator, the new robustness measure is proportional to the estimator’s mse at the mse-optimal batch size. Therefore, ranking types of estimators based on optimal mse is equivalent to ranking based on the new robustness measure.
Fifth, the single ranking obtained with the new robustness measures favors OBM, then partially overlapped batches, then NBM, and then STS-area. The mse-optimal linear combination, which by definition ranks higher than the variance-optimal linear combination, is a bit better than NBM alone.

Finally, we comment that the issues of mse-optimal estimation and batch-size robustness apply to all steady-state point estimators whose variances are estimated using batch statistics (Schmeiser, Avramidis and Hashem 1990, and Wood 1995). Few results, however, exist beyond estimation of the output-process mean.
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