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ABSTRACT

The aim of this panel session is to point out the importance of agent-directed simulation, as a scientific concept and technological possibility, to enhance the potential of simulation in both civilian and defense applications. The members of the panel (organized by Dr. Ören) are: Dr. Erol Gelenbe, Dr. S. K. Numrich, Dr. Adelinde Uhrmacher, and Dr. Linda Wilson. The position statements of the panel members are given separately. Ören bases his arguments on the NATO Modelling and Simulation Master Plan. He points out the need to proactively advance simulation science and technology to satisfy the requirements of the sophisticated defense applications. He stresses that, among other methodological advance possibilities, the three categories of agent-directed simulation have to be properly developed and/or tailored for defense applications. Gelenbe’s interests include goal-directed knowledge processing abilities of agents in hostile environments. Numrich stresses on the need for command and search agents in defense applications. Uhrmacher states challenges for the users and the simulationists on the need of agents for modelling and agents for testing. Wilson covers four key challenges to agent-directed simulation that are: security, standards in communication, computer resources, and system management and monitoring.

1 AGENT-DIRECTED SIMULATION – CHALLENGES TO MEET DEFENSE REQUIREMENTS (Tuncer I. Ören)

1.1 Motivation

As part of my contribution, I would like to concentrate on defense applications. However, the most important civilian simulation studies can benefit from the agent-directed simulation technology.

It is a well-accepted fact that simulation is already an important tool used by the military and that the advancements in simulation should be closely monitored. See for example NATO Modeling and Simulation Master Plan – Ören was an active member of the NATO Group which developed it – <http://www.dmsos.mil/documentation/policy/nato_msmpl/chapter4.html>, and especially objectives 4 and 5 which recommend, respectively, “Employment of simulation to enhance NATO mission effectiveness” and “Incorporation of technological advances.” Especially sub-objectives 5.1 and 5.2 recommend: “Monitoring M&S-related advances”
and “Conducting research and development, experiments and pilot projects, as needed, to support Alliance requirements.” Sub-objective 5.2 is in harmony with other cases where, while achieving important missions, methodological advances were also realized which in turn accelerated the success of the mission. As an example, one can cite the case of the first nuclear submarine Nautilus, prior to which appropriate techniques to manage large scale projects, especially to control and save time, did not exist. The commander who was in charge of the Nautilus project commended a study to develop such a technique. PERT (Program Evaluation and Review Technique) and CPM (Critical Path Method) were results of such a foresight and also helped tremendously the realization of the submarine ahead of its original schedule.

The way we perceive or conceive reality may direct and/or limit our thoughts and actions. Hence, powerful modelling formalisms may have vital implications on battlefield operations and the operations preceeding them. Leadership necessitates having a broad vista and imagining things yet to be created and implemented to achieve our goals, instead of limiting ourselves assessing the state-of-the-art and by choosing seemingly the best available alternative.

It is argued that this type of foresight may help the advancement of military simulation; and agent-directed simulation can be an important possibility to consider.

1.2 Agent-Directed Simulation

Agents are software modules with cognitive abilities that can work as assistants to the users. They can observe and sense their environments as well as affect it. Their cognitive abilities include, (quasi-) autonomy, perception, reasoning, assessing, understanding, learning, goal processing, and goal-directed knowledge processing (Bradshaw 1997; Finin; Huhn and Shing 1997; and Weiss 1999).

Agents can contribute to simulation science and technology in the development of capabilities, software tools, and products. Agents and simulation have three types of synergy: (1) agent simulation, (2) agent-based simulation, and (3) agent-supported simulation. Agent simulation is the simulation of agents or entities which can be represented by agents. Agent simulation is a natural way of modelling and simulation of intelligent entities, be it natural ones such as humans or engineered ones such as intelligent platforms, equipments, and destructive devices. Agent-based simulation is the use of agents to generate model behavior in simulation. Similar to expert simulation systems and qualitative simulation systems, agent-based simulation offers additional possibilities to numerical simulation. Agent-supported simulation is use of agents in simulation support operations which can be front-end and/or back-end user/system interface operations as well as activities related with simulation software.

1.3 Some Potential Benefits

Any science and technology, to be considered useful in military applications, must be helpful in achieving the military requirements. The aim of military forces is –when necessary– to fight and win war(s) and by beeing ready, act as deterrence factors.

Agent-directed simulation, as summarized below, can be useful in military analysis, planning, training, and simulation-based acquisition studies by:

- Modelling intelligent (quasi-) autonomous entities. These can be representation of friendly or enemy individuals, troops, platforms, weapons, and other equipment.
  1. Human behavior modelling.
  2. War-fighter simulation.
  3. Smart weapon simulation.

- Supporting intelligent user/system interfaces.
  1. Scenario description.
  2. Threat representation/analysis.
  3. Environment representation.
  4. Appraisal abilities through understanding and learning capabilities to provide alternative suggestions in stressful conditions.
  5. Intelligent user/system interface to IC4 systems to assess the performance of alternative ways under different operational conditions and threats.
  6. To see the influence of information on combat decision.

- Simulation-based acquisition.
  1. Explore design alternatives, guidance, and assessment in testing as integral part of design process.
  2. Combat and engineering design/manufacturing.

1.4 Conclusions

Present (and future) war-fighters have advanced war-winning capabilities based on information-age science and technology. Modelling and simulation tools, products, and capabilities can be advanced by taking into account synergy of modelling and simulation science and technology as well as advances in software engineering and software agents. Here the use of software agents in military modelling and simulation is advocated. Agent-directed simulation offers three categories of possibilities.
agent simulation, agent-based simulation, and agent-supported simulation.

2 WANTED: COMMAND AGENTS, SEARCH AGENTS (S. K. Numrich)

Distributed simulations have provided a new environment for training, virtual prototyping and system-of-systems analysis. Information access and transfer in this new computational environment is an ideal use of intelligent agent technology. In the process of working with the Joint Countermine Operational Simulation (JCOS), we have found at least two areas where the use of intelligent agents can substantially improve the use of the simulation.

JCOS developed near-shore and on-shore countermine components for the DARPA developed simulation now known as JSAF, Joint Semi-Automated Forces. The primary purpose of JCOS was to provide an environment in which the capabilities of novel systems would contribute to the mix of all systems that would be found in the Fleet in the five to seven year time frame. For this reason, it was essential to capture the events of the simulation for evaluation. An After Action Review System, AARS, was developed for that purpose. The initial approach to extracting the data from the simulation was to specify the events that would be of use, mark them during execution and extract them from the logger file upon completion of the exercise. This straight forward approach had both advantages and difficulties. The primary advantage was that it did work and produced the required results. However, as the full logger file was required for processing, no preliminary data was available. Evaluation had to wait until the simulation was completed. Because it recorded all events in the simulation, the logger file was rather large.

The AARS is now being modified to take advantage of intelligent agent technology. The AARS process still begins with the designation of interactions that needed for post-analysis; however, the process of locating and recording the events has now become the task of intelligent agents. There are agents that explore sensor responses, weapon responses (detections and kills or misses), and designated event to event time delays. While initial JAVA performance was disappointing, consistent effort at improving performance resulted in a system that not only matched the C-code searches, but allowed interim responses to be gathered and displayed.

The AARS system for JSAF is but an initial development in simulation analysis and evaluation that can be facilitated through the use of intelligent agent technology.

The second application is in communicating between simulations and tactical decision systems. One of the most difficult and time-consuming tasks in running a simulation is the development of a scenario. No one but a seasoned simulation developer would ever consider attempting to build a simulation scenario for a simulation of any significant size. However, on a regular basis, duty officers who are not software or simulation professionals create operational plans on tactical decision aids. If these relatively high level plans could be transferred to the simulation and interpreted, a scenario could be developed much more rapidly, perhaps even automatically.

When JCOS was developed, the decision was made to have the events of the simulation, primarily the detection of mines and minefields, displayed on the screen of the decision support system used by the mine warfare community. To accomplish this, the simulation messages were forwarded to a “gateway” that translated from the simulation message type to the Naval message type that would be understood by the decision system. This link with the decision system was relatively simple. Only detection messages were forwarded. The content of the simulation message and Naval message were very much the same – a detection and the location where the detection occurred.

A more interesting, but far more complex transfer of information would be from the planning system to the simulation. The planning system uses a number of algorithms and judgement criteria to determine how a mine hunting or clearance system should be operated. The decision system takes the tasking from superior command, for example, to use available resources to certify that an area is passible.

The problem is how to use the work done in the planning system where you do want the active participation of the experienced human agent to initialize a simulation of that scenario without forcing a specialist to recreate the entire plan from scratch.

There is a term “command agent” that has been used to describe the process of interpreting a message sent from higher command for execution by the next lower level of military command – all within the context of a simulation. It would be very useful to extend that notion to transferring a plan developed on a decision support system into a scenario in a simulation. There are a number of similarities in these two operations. In both cases, the initial information is abbreviated and assumes considerable understanding on the part of the receiver. The receiver has to understand the intent of the sender and translate that message into action.

This notion of translating a plan into a simulation scenario occurred to the JCOS development team; however, constraints of time and resources permitted only the most rudimentary implementation. What we were able to translate from the decision system to the simulation was the overlay of the operational area from the plan. Even that was extremely useful. It saved the simulation developer the time it took to draw these areas on the plan view display.

What one would really like is the ability to take the plan and create the action in the simulation. Unfortunately
designing multiagent software systems. Faced with if simulation becomes an integral part in and some of the challenges the simulation community is or she wishes to model a system as a multiagent system will sketch some of the challenges a user is faced with if he agents and simulation are manifold. In the following, I the course of action to take. Thus, the relations between and agents use simulation as a method to deliberate about facilitate reuse of models and reuse of simulation services testing, agents are used as a programming metaphor to model biological, ecological or social systems as multi-agent system. These approaches resign from a monolithic design of macro models as do individual-based or multilevel modeling. Whereas individual-based approaches are typically used for modeling and simulating large homogeneous populations, agent-oriented approaches support more flexible patterns of interaction and behavior. In individual based models typically a stochastic component subsumes the individuals’ intentions, desires, and beliefs. Agent-oriented approaches allow to model explicitly mental processes, and thus support a more fine grained cognitive model of decision processes.

These options confront the modeller with a series of problems. What are the results a deliberative model produces that a more abstract mathematical model can’t produce, which justifies the use of such a fine-grained model (Conte et al., 1997). How can the assumptions be justified and how can the model be validated (Doran, 1997). The application domain, i.e., the knowledge used for modeling and validating and questions that shall be answered, have to meet the flexibility and expressiveness offered by agent-directed simulation.

3.2 A Challenge for the User

Agents are widely used as a metaphor to model biological, ecological or social systems as multi-agent system. These approaches resign from a monolithic design of macro models as do individual-based or multilevel modeling. Whereas individual-based approaches are typically used for modeling and simulating large homogeneous populations, agent-oriented approaches support more flexible patterns of interaction and behavior. In individual based models typically a stochastic component subsumes the individuals’ intentions, desires, and beliefs. Agent-oriented approaches allow to model explicitly mental processes, and thus support a more fine grained cognitive model of decision processes.

These options confront the modeller with a series of problems. What are the results a deliberative model produces that a more abstract mathematical model can’t produce, which justifies the use of such a fine-grained model (Conte et al., 1997). How can the assumptions be justified and how can the model be validated (Doran, 1997). The application domain, i.e., the knowledge used for modeling and validating and questions that shall be answered, have to meet the flexibility and expressiveness offered by agent-directed simulation.

3.3 A Challenge for the Simulationist

Testing is an obligatory step of each software engineering process and becomes even more important if the development of a software system must be considered as experimental itself. “At the time of writing, the development of any agent system —however trivial— is essentially a process of experimentation. There are no tried and trusted techniques available to assist the developer” (Wooldridge and Jennings, 1998). Thus, one would assume that experimental testing, which also implies simulation, represents a major research effort in the area of multi-agent systems. However, systematic experiments have not found the expected attention in designing agent architectures. Jennings and his colleagues observe that testing agents is the least developed research area in multi-agent systems (Jennings et al., 1998). Therefore, the discussion of Paul Cohen, Steve Hanks, and Martha Pollack about controlled experimentation, agent design, and associated problems (Hanks et al., 1993) has neither lost its topicality nor its virtue. Testing with predefined dynamic scenarios for competition purposes, e.g. the simulation league of robo cup (Kitano et. al., 1997) has achieved some popularity. However, these tests do not reveal much to predict the behavior of an agent in another concrete dynamic environment.

Therefore, simulation systems are needed which are sufficiently general to model the environment that an agent shall run in and sufficiently specific to allow an easy plug
and play, so the agent programmer has not to plunge into the underlying modeling and simulation formalisms.

What are suitable worldviews to improve the acceptance of simulation as an intrinsic part of the agent design process? Agents are characterised by their ability to reflect about themselves and to adapt their own behaviour, composition and interaction pattern accordingly. How are these capabilities best be incorporated into simulation systems? Since we wish to ground simulation systems in formal approaches how can agents and their salient features be reflected in formal approaches to modeling and simulation, e. g. (Uhrmacher 2000). To execute multiple deliberative agents with dynamic patterns of composition and interaction soundly and efficiently, suitable parallel and distributed methods have to be developed since look aheads are hard to define and rollbacks might prove rather costly.

Currently, in all these areas few answers but far more questions exist.

4 KEY CHALLENGES TO AGENT-DIRECTED SIMULATION (Linda F. Wilson)

In my opinion, there are four key challenges to agent-directed simulation.

4.1 Security

This issue is vitally important in the defense community, but it is becoming increasingly important for civilian systems as well. One purpose of using agents in simulation is to facilitate the flow of information. For example, we use software agents to link distributed simulations and data resources. How can we exchange appropriate information while protecting sensitive information? Can we build suitable protection within an open system, or do we need separate systems for true protection? How can we keep information shared with one site from being propagated to another site?

4.2 Standards in Communication

Certain standards exist for the exchange of information between various simulations, and such standards facilitate the comprehension of the exchanged data. However, such standards often require that the simulations be modified extensively (or rewritten completely) to fit the standard. Can we develop automated systems to comprehend different descriptions of the same data, and can such systems find appropriate matches in the data? In short, can we remove the human element while maximizing flexibility in the description and format of the data?

4.3 Computer Resources

As simulation environments become more distributed, who is responsible for providing, managing, and maintaining the needed resources? In the spirit of the World Wide Web, various simulation services can be offered to a large community, and “popular” services may be hard hit with requests. Can software agents be used to distribute the workload?

4.4 System Management and Monitoring

Agent-based systems are often used to automate certain processes, and automated systems must be monitored to keep them from getting out of control. How do we handle resource balancing, fault tolerance, and robustness issues?

5 POSITION STATEMENT (Erol Gelenbe)

We will outline how agent based simulation lends itself to best and worst case evaluation using analytical models. The point will be briefly illustrated via an example in which agents pursue goals in a hostile environment.
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